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Abstract

The Semantic MEDLINE Database (SemMedDB) has limited performance in identifying entities and relations, while
also neglects variations in argument quality, especially persuasive strength across different sentences. The present
study aims to utilize large language models (LLMs) to evaluate the contextual argument quality of triples in
SemMedDB to improve the understanding of disease mechanisms. Using argument mining methods, we first design
a quality evaluation framework across four major dimensions, triples’ accuracy, triple-sentence correlation,
research object, and evidence cogency, to evaluate the argument quality of the triple-based claim according to their
contextual sentences. Then we choose a sample of 66 triple-sentence pairs for repeated annotations and framework
optimization. As a result, the predicted performances of GPT-3.5 and GPT-4 are excellent with an accuracy up to
0.90 in the complex cogency evaluation task. The tentative case evaluating whether there exists an association
between gestational diabetes and periodontitis reveals accurate predictions (GPT-4, accuracy, 0.88). LLMs-enabled
argument quality evaluation is promising for evidence integration in understanding disease mechanisms, especially
how evidence in two stances with varying levels of cogency evolves over time.

Introduction

The scientific literature is rich with information across diverse fields concerning potential disease mechanisms.
However, identifying and prioritizing mechanisms with more promising and reliable for further analytical
evaluation is a great challenge for medical researchers, with the increasing growth of biomedical literature and
related datasets (1). Constructing knowledge graphs by extracting concepts and their relations from scientific texts
offers an effective solution to this challenge. For example, the Semantic MEDLINE Database (SemMedDB) is a
representative repository of subject-predicate-object triples extracted from the entire set of PubMed titles and
abstracts (2). SemMedDB has been utilized by manually selecting causal predicates such as CAUSES,
PREVENTS, and DISRUPTS to identify intermediates (3-5) and common causes, i.e., confounders (6, 7) between
the investigated exposure-and-outcome variables. While widely used for constructing biomedical knowledge
graphs, it demonstrated limited performance with precision of 0.69, recall of 0.42, and an F1 score of 0.52 in a
relaxed evaluation (8). This would highly influence the quality of its downstream task. For instance, since the
concepts extracted are overly general, it can result in many apparent contradictions that are not truly contradictory
(9). Additionally, existing natural language processing (NLP) techniques for biomedical entity and relations
extraction frequently neglect the quality of arguments, especially the varying degrees of strength across different
sentences where claims are expressed. While seven factuality values (fact, probable, possible, doubtful,
counterfact, uncommitted, and conditional) were annotated for the extracted triples, representing the real-world
nature of biomedical knowledge as hypotheses, speculations, or opinions rather than explicit facts (10), this only
captures one facet of argument quality.

In this study, we try to introduce the concept of argument quality to enhance the accuracy and persuasive strength
of extracted triples in SemMedDB, for a better understanding of disease mechanisms and evidence-based clinical
decision-making. Argumentation plays a fundamental role in complex areas like healthcare, where it directly
affects decision-making related to human lives. Argument mining, a method in computational linguistics, has
been a significant technique in evidence-based decision-making to use the best evidence to improve the quality of
medical research as well as clinical practice (11, 12). Recently, an impressive development in the field of
argument mining is Project Debater (13, 14), in which the training corpus curated by IBM is organized under a
simple claim-evidence structure for automatic detection of claims and evidence in the context of Wikipedia
controversial topics (15). Project Debater focuses on social issues, and the basic structure of a claim is “Topic-
Action” or “Topic-View”. For example, a policy motion like “Preschool should be subsidized”, where the topic is
“Preschool”, and the action is “be subsidized”; a legitimate analysis motion like “Al brings more harm than good”,
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where the topic is “Al”, and the view is “brings more harm than good”. In this study, we mainly focus on
scientific claims in biomedical fields. Compared with societal claims, scientific claims mainly represented as a
Cause-Effect structure, such as Cancer COMPLICATES Covid-19, i.e., “Cancer patients are susceptible to
COVID-19”, and Hydroxychloroquine NEGTREATS Covid-19, i.e., “hydroxychloroquine should not be used for
patients with COVID-19 of any severity”. Here we consider an extracted triple as a claim, its multiple sources of
supporting sentences as the evidence set. This is a simplified model of argument mining similar with the Project
Debater.

In essence, argument mining is the process of identifying the components and structure of an argument and
evaluating the quality of the argumentation in texts (16). A common argument structure is consisted of two
components, premise and conclusion. The argument quality depends on two aspects, the truthfulness of argument
components and the validity of the argument structure. However, not all arguments hold equal strength or
persuasion (17). Various dimensions, such as cogency, reasonableness, and effectiveness, have been proposed to
assess argumentative quality. Moreover, evaluating argument quality presents a formidable challenge. For
instance, determining logical cogency requires analyzing the acceptability, relevance, and collective sufficiency of
premises, demanding close reading and logical reasoning. On the other hand, evaluating rhetorical persuasiveness
involves subjective judgments of emotional appeal, style, and credibility, which can vary among different
audiences.

Large Language Models (LLMs) have demonstrated substantial potential across diverse applications in the
medical field. We agree with such viewpoint that, it is more appropriate to employ LLMs as scientific reasoning
engines, rather than knowledge bases since it often fall short when it comes to factual accuracy of the generated
scientific knowledge (18). We assume LLMs would perform well in such a complex task of argument quality
analysis, given the multitude of logical reasoning processes involved, including discerning premises and
conclusions, assessing the varying strength of evidence across different sentences, and ensuring strong correlation
in extracted triplets within sentences, thus minimizing information loss. Thus, the present study aims to utilize
LLMs to evaluate the argument quality of triples in SemMedDB to improve the understanding of disease
mechanisms.

Methods

In general, our argument mining framework contains two main parts, the identification of the argument
component and its persuasive strength. We choose gestational diabetes (GDM) as a case study. First, we come up
with an initial evaluation framework and then repeatedly annotate 66 triple-source sentence pairs of the
SemMedDB database for at least five rounds to constantly adjust and optimize our evaluation framework. We
utilize LLMs to conduct the automatic evaluation for feasibility and performance evaluation. Second, we conduct
a potential application summary of downstream tasks with the evaluation method. Third, we use an observed
association between GDM and periodontitis as a case to interpret the argument quality evaluation results. The
project workflow is shown below (Figure 1).
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1. The evaluation framework of argument quality

1) Identify argument component

To identify the argument component of a claim, we first examine whether the claim is accurately extracted and
then measure the claim (triple) - context (source sentence) correlation to classify it as a premise or a conclusion.

Accuracy We measure the triple accuracy from the accuracy of the head and tail concepts as well as the predicate
direction. As for triple concepts, we measure whether the triple concept pair (subject and object) is correctly
extracted from the source sentence. Regarding the predicate, we focus on the accuracy of the directional aspect of
the predicate rather than the precision of the selection of the predicate, e.g., between CAUSES and
PREDISPOSES, despite the subtle differences they have in the same direction. For example, when a sentence
indicates 4 does not cause B, but the extracted triple is A-causes-B, it results in a misdirected predicate; A neutral
direction may be extracted from the conditional statement rather than an assertive expression.

Claim-context correlation The degree of correlation measures whether the triple is connected to the main topic
or intention of the original sentence as a conclusion (major correlation) or a triple involved in the sentence as an
implied premise (non-major correlation). Also, if a triple is the sufficient and necessary premise of the
argumentative sentence, we consider it as a major correlation.

2)  Measure argument cogency

In the present study, we use evidence cogency to measure the argument's persuasive strength. Cogency is defined
as the logical strength of evidence in the source sentence to conclude the claim. We classify cogency into three
categories, 1) lack of supporting information, 2) evidence based on background knowledge or prior experience,
and 3) evidence based on authors’ experimental findings.

3) Identify conditional information

A notable concern with the triples stored in SemMedDB, extracted by SemRep, is their flat structure, which
represents the smallest unit of factual information without representing detailed conditional information and
hierarchical structures, especially the complex phenotypes and influential populations of diseases. As we choose
GDM as a case study, identifying the influenced object, especially the maternal or fetus, is an essential problem.
Extracting and representing the conditional information of triples is a highly complex task, given that conditions
can arise from various sources. Presently, there is ongoing studies focused on the extraction of such conditional
information in biomedical literature (19) and clinical trials (20). To examine the potential of LLMs in
supplementing conditional information, here, we specify the conditional information as the influenced object of
the given triple and utilize LLMs to extract such information as a supplement for further refined data integration.

Table 1. An example of the argument quality evaluation.

Triple Gestational Diabetes-PREDISPOSES-Cardiovascular Diseases
Early pregnancy metabolites predict gestational diabetes mellitus:
Sentence (PMID: 32739399) implications for fetal programming. BACKGROUND: Aberrant fetal
programming in gestational diabetes (GDM) appears to increase the risk for
obesity, type 2 diabetes, and cardiovascular disease.

Accuracy Triple concepts correct: Yes
Predicate direction: Yes

Claim-context correlation Yes

Cogency Evidence cogency: Background knowledge
Cue words: BACKGROUND

Conditional information Influenced object: Fetus

The triple relation is involved in the sentence. However, the cue word
"BACKGROUND" and the present tense of “appears to” indicate the

Explanation association is based on prior researchers’ results or regular background
knowledge rather than the present study's experimental results. Also,
‘IMPLICATIONS FOR FETAL PROGRAMMING’ indicates the
influenced object is fetal than mothers.
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2. Large language models (LLMs)

We choose GPT-3.5-turbo and GPT-4 as our examination models (21). Firstly, we use a general standard prompt
containing questions and explanations for all measures and the required json output format. In particular, in
prompt engineering, we compare the performance results of each model both with zero-shot and few-shot. As the
common few-shot cases are below ten, we choose 9-shot for a comparison. However, evidence cogency is
essentially a complex task for models. According to the interaction with ChatGPT-4, we find that it is hard to
distinguish background experience knowledge from research experimental findings completely. Models often mix
methodology statements with new findings, which suggests the need for an optimized detailed prompt. Thus, we
then optimize the prompt with detailed explanations and differential definitions of easy-confused situations and
re-evaluate this task separately for the performance examination. Finally, we use accuracy and macro F1-core as
two performance metrics to examine models’ performances.

3. Case study

To test the feasibility of downstream tasks of the argument quality evaluation, we choose the evidence integration
of the association between GDM and periodontitis as a case study. We searched all SemMedDB triples and
corresponding source sentences of GDM (N = 42,835) and periodontitis (N = 98,244) and finally locate all triples
(N = 9) with GDM as the subject and periodontitis as the object for a tentative case. We evaluate the argument
quality of all 9 triple-sentence pairs using GPT-4 with the framework and conduct an association stance analysis
with evaluation results.

Results

1. Automatic evaluation with LLMs

To identify the optimal evaluation prompt format and model, we compare the performance of different prompts in
LLMs. In general, the overall performance of the two models in all evaluation tasks is great and GPT-4
outperforms GPT-3.5-turbo as expected (Table 2). Specifically, as the difficulty of the evaluation task increases,
the performance of models decreases gradually; models perform better with few-shot than zero-shot except on a
few occasions.

First, we observe special cases where zero-shot exceeds few-shot in the accuracy evaluation task of triple
concepts in two models and in the claim-context correlation task in GPT-3.5. As concept correctness is the
simplest evaluation task with an F1 score up to 0.96 in GPT-4, the pre-trained base models might be sufficient and
examples may introduce extra noise to slightly reduce the results. For claim-context correlation, the abnormal
situation of GPT-3.5 may be due to its slightly inferior capacity in understanding complex texts of explanations of
examples than GPT-4. Second, models exhibit great performances in the text generation task of identifying
research objects, after few-shot in two models. With zero-shot, two models present two exceptional results, both
yielding O correct extraction. This outcome arises because the models incorrectly identify the literal object of a
triple as the designated research object, though we explain in the prompt that the research object should be
population or other species like rat. Few-shot fine-tune models to comprehensively understand the task.

Third, as for the hardest task of evidence cogency evaluation, we surprisingly find great growths in performance
from zero-shot, few-shot, to optimized prompt with few-shot in each model. In the beginning, with the general
prompt question, two models perform very badly and GPT-3.5 is even close to random results (Accuracy, GPT-
3.5, 0.33; GPT-4, 0.51). Though the performance metric scores have boosted a lot, it still shows a great distance
with the best accuracy of 0.67 in GPT-4 compared to other tasks. After optimizing the prompt with detailed
explanations and differential definitions of easy-confused situations, the performances of each model are further
improved (GPT-4 accuracy, 0.90). This highlights the need for providing a detailed prompt and utilizing a strong
base model in evidence cogency evaluation.
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Table 2. Performance of automatic argument quality evaluation using LLMs (triple-sentence pairs, N = 57)

. GPT-3.5-turbo GPT-4
Evaluation task Prompt & K-shots Accuracy F1 score Accuracy F1 score
Concept Zero-shot 0.86 0.92 0.93 0.96
0,1) Few-shot 0.82 0.90 0.91 0.95
Relation stance* Zero-shot 0.86 0.88 0.88 0.89
0,1,2) Few-shot 0.91 0.92 0.95 0.95
Claim-context correlation Zero-shot 0.70 0.80 0.75 0.84
0,1) Few-shot 0.65 0.77 0.81 0.88
. Zero-shot 0 / 0 /
Research object Few-shot 0.82 / 0.95 /
Zero-shot 0.33 0.29 0.51 0.51
Evidence cogency* Few-shot 0.60 0.60 0.67 0.65
0,1,2) Optimized prompt
& Few-shot 0.79 0.80 0.90 0.90

Note. * indicates all evaluation tasks with multi-classes; the rest are binary tasks. For all muti-class tasks, we use a
weighted F1 score for evaluation. Though the research object is the text generative task, to conduct the performance
comparison accurately, we manually compare true results with predictive results to measure the accuracy rather than
using machine translation evaluation metrics like METEOR or BLEU. Due to the various types of research objects,
we do not calculate the F1 score for this task.

2. Applications of the evaluation framework in argument mining

After annotating the sample sentences for multiple rounds, based on our quality evaluation framework, we
summarize a general downstream task categorization of application scenarios in argument mining (Fig 2). Based on
concept correctness and predicate direction, this assessment initially evaluates the accuracy of triple claims,
excluding those incorrectly extracted claims from entering to next tasks. Next, with all correctly extracted claims,
the claim-context correlation classifies a triple as an explicitly conclusive claim or an implicit premise in context.
Regarding an explicit conclusive triple, based on the evidence cogency of all source sentences, evidence integration
analysis can be conducted. For a given pair of exposure-effect (subject-object) of interest, by integrating all
conclusive triple-context information, one can delineate a structure with all supporting and attacking arguments,
along with the corresponding measurable evidence cogency to get the whole picture of the association's strength.
This offers significant insights for the identification and understanding of the current status concerning disease
mechanisms, especially in rare diseases with limited or conflicting evidence in place.
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Riismstched 1. Complete confusion

Triple (33051273): GDM->CAUSES->Diabetes Mellitus, Non-Insulin-Dependent

Our findings imply that the genetic and physiologic pathways that lead to GDM differ, at least in part, from those that lead
to T2D.

concepts

2. Reversed subject and object
Inctl)rrect H | Triple (33399772): GDM->augments->Obesity
triples BACKGROUND: The prevalence of gestational diabetes (GDM) is increasing along with obesity and gestational age. Screened

Out

Uncertain relation direction due to a conditional statement or hypothesis

Triple (31801789): GDM->predispose->CVD

Inappropriate | | If maternal diabetes does have a causal association with increased CVD rate in offspring, the prevention, screening, and
relation stance| | treatment of diabetes in women of childbearing age could help to reduce the risk of CVD in the next generation.

Triple
accurate?

. 1. None (method statement/research aim/hypothesis) :
Evidence| | 33316148: We performed two meta-analyses to estimate the effects of lifestyle intervention during pregnancy 1
cogency || and after delivery on the risk of postpartum diabetes among women with gestational diabetes mellitus (GDM). i
|
1
|

Triple-Sentence
based argument

Explicit 2. Background knowledge or prior research findings (established knowledge/clear research gap)
relation: [ | Triple (31775681): GDM->Predisposes->CVD; Sent: BACKGROUND: Preeclampsia (PE) and gestational Evidence !
conclusion | | | diabetes mellitus (GDM) are both associated with increased risk of future cardiovascular disease (CVD). :

Integration
3. Authors factual results or conclusion !
Triple (32535090): GDM->PRECEDS->Diabetes Mellitus, Non-Insulin-Dependent; Sent: CONCLUSION:
Correct The risk of T2DM after GDM is substantial however, follow up rates of this population is poor.
iriples || FriermAsi sSSP e e e R B T e R

1
: 1. Triple assertion self-relevance

: Risk factors: 31969529: We aimed to identify the risk factors for type 2 diabetes mellitus (T2DM) by

! evaluating GT in the first 12 weeks postpartum (12wPP) in women with GDM and to categorize the risk
Non-majo! : using a combination of the principal risk factors.
1

correlated

2. Triple assertion other relevance
H | Diagnesis: 33349557: OBJECTIVES: The antepartum oral glucose tolerance test (OGTT) has re- |
emerged as associated with risk of diabetes among women with gestational diabetes (GDM). AllalySlS

Implicit relation:
triple as
suppressed premise

Intervention

Intervention: 32535090: The implementation of a recall system, an education programme for general
practitioners and/or a registry of women diagnosed with GDM could be useful to identify those at high
risk of developing T2DM as well as providing a platform for the potential development of interventions
to prevent progression to T2DM after GDM.

Figure 2. An argument mining pipeline based on argument quality evaluation framework.

When it comes to common diseases, implicit premises within context are crucial. According to our annotation data,
we find that when the association of two diseases serves as an implied premise than the major purpose of the
argument, the contextual sentence mainly falls into two categories, triple assertion self-relevance (e.g., risk factors)
or triple assertion other relevance (e.g., diagnosis and intervention). In the case of common diseases, the association
between two diseases might already be well established, eliminating the need for evidence integration for validation.
For common diseases, the analysis of risk factors and intervention for prevention is more appropriate. Thus, it is
helpful to use the argument quality evaluation workflow to filter out those arguments to supplement explicit triple
assertions in diagnosis or intervention.

3. Case study

Finally, to test the evaluation results, we conduct a tentative case study to integrate evidence on the association
between GDM and periodontitis. Table 3 exhibits all sentences of the association between GDM (subject) and
periodontitis (object) filtered from SemMedDB, along with the corresponding evidence cogency and explanation
results using GPT-4. After human curation, we find that all sentences predicted correctly except the #2 resulting
an accuracy of 0.88. Though sentence #2 actually looks like a background sentence, it is actually a new finding
since it is the title sentence of a meta-analysis of the association between GDM and periodontitis. This suggests
that LLMs should be further trained with more information (such as the sentence location) to improve its accuracy
again.
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Table 3. GPT-4 predictive results of all sentences related to the GDM - periodontitis association

Sentence Cogency GPT-4 explanation
PMID: 23952077, BACKGROUND: This  sentence  provides  background
Gestational diabetes mellitus (GDM) and 1 information that establishes a connection
metabolic syndrome have been related to between GDM, metabolic syndrome, and
periodontitis. periodontitis based on previous research.
The use of "may be Associated" suggests a
PMID: 27449842; Periodontitis may be tentative relationship which is indicative of
Associated  with  Gestational = Diabetes 1->2 background 3knowledge or a hypothesized
Mellitus but not Affirmatively. connection rather than definitive new
findings.
PMID:  23075430;  Periodontitis  was . . .
S . . This sentence presents specific statistical
significantly associated with GDM (odds \ S
L . B 2 results from the authors' research, indicating
ratio = 3.00, 95% confidence interval = 1.19 .. . .
it is reporting on new findings.
to 7.56).
PMID: 23075430; CONCLUSIONS: The The word "CONCLUSIONS? “and "The
. . . results suggest" indicate that the sentence is
results suggest that periodontitis is associated 2 i the findi fth hors'
with GDM summarizing the findings of the authors' own
) research.
PMID: 28403353; However, it was not Despite the negative result, this sentence
observed impact of periodontitis on the presents a specific finding from the authors'
development of type 2 diabetes mellitus 2 research indicating that they looked for but
among women with previous gestational did not find an impact, which constitutes an
diabetes. author's finding.
The term "Conclusions" signifies that what
follows is a summary of the authors' results.
. The phrase "It was not observed" presents a
PMID: 28403353; Conclusions: It was not . C .
. . .. specific outcome of the study, which is that
observed impact of periodontitis on the . .
. 2 the authors did not find a link between
development of type 2 diabetes among . .
women with previous gestational diabetes periodontitis and the development of type 2
' diabetes among women with previous GDM
in their research, thus representing the
authors' findings.
PMID: 34865247, Based on the multiple
logistic regression analyses, periodontitis in
early pregnancy was associated with GDM, This sentence provides a detailed account of
and the three-step regression analyses showed ) the results from specific analyses conducted
that Porphyromonas gingivalis (P. gingivalis) by the authors, which are part of their
and the serum TNF-alpha and IL-8 levels findings.
played roles in the association between
untreated periodontitis and GDM.
PMID: 34925709; GDM alone significantly
increased the oral microbial diversity (by
Shanqon 1ndex., p - (.)'049)3 . and - when The inclusion of specific statistical measures
combined  with  periodontitis, = GDM . .
Lo . . and results suggests that this sentence is
significantly =~ decreased the  intestinal 2 . .
; PP . - conveying the authors' own research
microbial richness (by observed species, p = findings
0.018) and influenced the structure of £8:
intestinal microbial community (by AMOVA,
p =0.043).
PMID: 36993820; More well-designed The recommendation for more research
studies differentiating between pregnant 1 indicates a lack of definitive findings and a

women with good oral health and those with
periodontitis are needed to ascertain which

call for further investigation, which is not an
author's finding but a statement of where the
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differences are due to GDM or periodontitis. current research stands or what is needed in
the future.

Note: in evidence cogency, 1 indicates background knowledge and 2 indicates new empirical findings. The “1-> 2”
labeled cogency prediction is a false prediction which should be 2 (new findings).

Next, to summarize all evidence with two stances (association or no-association), we first remove duplicate
evidence (#3, 5) from the identical published study and evidence without directly describe the association
between two diseases (#6, #8). Then we summarize evidence in two stances, revealing the potential but uncertain
correlation with a balanced distribution of evidence in two positions (Table 4). Moreover, considering the time
series and the evidence cogency, we plot a scatter chart to reflect how evidence in two stances with different
cogency evidence evolve with time (Fig. 3). Interestingly, it starts with a research finding suggesting the existence
of the association between two diseases in 2013 and ends with a background statement implying the uncertain
status. This further suggests that LLM based quality evaluation using argument mining methods is promising for
evidence integration in understanding diseases mechanisms.

Table 4. Distribution of evidence in two stances regarding the association between GDM and periodontitis

GDM-ASSOCIATED-Periodontitis GDM-NEG ASSOCIATED-Periodontitis

Background knowledge New findings Background knowledge New findings
1 2 1 1

O Associated

Evidence .
(O Not associated

Cogency

23075430: CONCLUSIONS: The results suggest 34865247: Based on the multiple logistic regression analyses,
that periodontitis is associated with GDM. periodontitis in early pregnancy was associated with GDM. ..

s | O O O
findings —/

23952077: I;eriodontitis may be Associated with
Gestational Diabetes Mellitus but not Affirmatively.

Background O (Meta-analysis) ﬁ«» .
knowledge _/
23952077: BACKGROUND: Gestational 34865247: More well-designed studies differentiating between
diabetes mellitus (GDM) and metabolic pregnant women with good oral health and those with periodontitis are
syndrome have been related to periodontitis. needed to ascertain which differences are due to GDM or periodontitis.
None
> Year
2013 2014 2016 2018 2022 2023

Figure 3. How evidence in two stances with varying levels of cogency evolves over time. Each circle indicates an
individual study with the extracted sentence for evaluation. The red circle represents the stance of GDM is
associated with periodontitis and green circle represents not associated.

Discussion and Conclusions

The present study presents an LLMs-enabled argument quality evaluation framework to evaluate the accuracy of
semantic relations derived from SemMedDB and the evidence cogency of the claim-context argumentation. In
general, models perform well in each evaluation task with an accuracy score up to 0.93 of GPT-4 in the simplest
concept accuracy task; the complex evidence cogency evaluation necessaries a crafted prompt with clear definitions
and attention points with and few-shot. Also, the appropriate adoption of the evaluation process enables two major
downstream applications, the evidence integration of unknown association of diseases and the evidence collection
for analyzing risk factors and intervention of known association of diseases. Finally, the GDM-periodontitis case
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validates the accuracy of the evaluation results using GPT-4 and implies the feasibility as a tentative step for
evidence integration.

The performance results reveal referrable method details of prompt engineering in future similar evaluations. In
terms of triple’s accuracy, models in two simple tasks of concept correctness and predicate stance have already
shown brilliant metric scores with zero-shot (GPT-3.5, accuracy, concept 0.86; predicate stance, 0.86), making it
possible to deploy other light LLMs to tackle these simple tasks. Especially, few-shot in concept correctness would
instead reduce models’ performances which probably introduce noises, aligned with another recent findings (22).
Though the models’ initial performances in the little harder task of claim-context correlation are a bit lower than the
last two tasks, few-shot could help slightly improve the evaluation effects. Regarding the text generative task of the
research object, though initial evaluation results are limited, the few-shot results are significant and can largely
improve models’ performances. When it comes to assessing the most challenging and complex evidence cogency, it
is crucial to conduct this evaluation separately with a detailed prompt containing differential definitions of easy-
confused cases and crafted examples. Advanced LLMs would be more suitable and beneficial in this task.

Currently, though LLMs have great capacities to directly extract entities and relations from contextual information,
the limitation of max tokens and the difficulty of entity alignment in specific research fields create barriers. It is
difficult to directly use LLMs to generate triples with aligned entities and proper granularity level from millions of
unstructured texts and structured data, especially when it comes to constructing a complex network for the
mechanical analysis of diseases. Altogether, the present work presents a basic evaluation approach to control the
quality of extraction results from the general NLP tools like SemMedDB and SemRep, taking sufficient advantage
of the existing automatic tools and LLMs to improve the quality of complex downstream tasks.

Limitations

Though promising results are revealed, limitations exist in the study. First, we only use a small sample size(66
sentences) for an initial analysis. However, the dataset has been annotated repeatedly for at least five rounds to
evaluate and optimize the comprehensiveness and appropriateness of the quality evaluation outline and to
summarize the annotation pattern and guidelines. Second, limited LLMs are considered and compared in this
work. To test the complexity and feasibility of the evaluation process, we choose the art-of-state best models for a
test. As they perform very well, it gives us confidence and space to train and fine-tune other open-source light
models to conduct these evaluations. Third, as we use the SemMedDB dataset, the contexts are only sentences in
title and abstract for an article. Though abstracts are representative covering all sections from background to
conclusion, future work will consider including full-text body to further evaluate models and optimize the prompt
engineering. Fourth, considering the inherent feature of GDM, we only consider one conditional information (the
research object) in our evaluation as an example, for diseases with different traits, one may consider designing a
different conditional information extraction schema. Fifth, considering the evidence cogency, we now consider
established knowledge and research gap both as background information. However, combined with the predicate
direction stance metric, these two types can be separated. As established knowledge will have a certain positive or
negative predicate, while unclear knowledge tend to exhibit a neutral predicate stance.
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