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Abstract7

Alzheimer’s disease (AD) is a progressive and irreversible neurodegenerative disorder. Early8

detection of AD is crucial for timely disease intervention. This study proposes a novel LLM frame-9

work, which extracts interpretable linguistic markers from LLM models and incorporates them into10

supervised AD detection models, while evaluating their model performance and interpretability. Our11

work consists of the following novelties: First, we design in-context few-shot and zero-shot prompt-12

ing strategies to facilitate LLMs in extracting high-level linguistic markers discriminative of AD and13

NC, providing interpretation and assessment of their strength, reliability and relevance to AD classifi-14

cation. Second, we incorporate linguistic markers extracted by LLMs into a smaller AI-driven model15

to enhance the performance of downstream supervised learning for AD classification, by assigning16

higher weights to the high-level linguistic markers/features extracted from LLMs. Third, we investi-17

gate whether the linguistic markers extracted by LLMs can enhance theaccuracy and interpretability18

of the downstream supervised learning-based models for AD detection. Our findings suggest that19

the accuracy of the LLM-extracted linguistic markers-led supervised learning model is less desirable20

as compared to their counterparts that do not incorporate LLM-extracted markers, highlighting the21

tradeoffs between interpretability and accuracy in supervised AD classification. Although the use of22

these interpretable markers may not immediately lead to improved detection accuracy, they signifi-23

cantly improve medical diagnosis and trustworthiness. These interpretable markers allow healthcare24

professionals to gain a deeper understanding of the linguistic changes that occur in individuals with25

AD, enabling them to make more informed decisions and provide better patient care.26
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1 Introduction31

Alzheimer’s disease is a devastating neurodegenerative disorder that progressively impairs cognitive32

function, affecting millions of individuals worldwide. Timely and precise diagnosis of AD is of ut-33

most importance, as it enables early intervention and optimal management strategies to be implemented,34

potentially improving patient outcomes and quality of life. Recent advancement in natural language pro-35

cessing (NLP)22,24 and deep learning has opened up new possibilities for developing automated tools to36

assist in the detection and diagnosis of AD1.2,25,26 LLMs have emerged as a powerful tool in the field37

of NLP. LLMs are deep learning models trained on vast amounts of text data, enabling them to cap-38

ture rich linguistic information and generate human-like text. These models, such as GPT (Generative39

Pre-trained Transformer)3 and BERT (Bidirectional Encoder Representations from Transformers),4 have40

achieved remarkable performance in various NLP tasks, including language understanding, generation,41

and classification. Moreover, the traditional NLP methods for AD detection faces several challenges.42

One major challenge is the limited availability of labeled speech data from individuals with AD. Tra-43

ditional supervised learning approaches require large amounts of annotated data, which can be difficult44

and time-consuming to be obtained in the healthcare domain. To address this challenge, few-shot and45

zero-shot learning techniques have been proposed, enabling models to learn from limited labeled and un-46

labeled data. Specifically, LLMs, pretrained models, can be suitable for in-context few-shot or zero-shot47

learning. Applying LLMs for medical analysis is promising. Another challenge lies in the interpretabil-48

ity of the speech data and its transcripts. While these the traditional NLP methods for AD detection49

can achieve satisfactory performance in AD or non-AD classification, they struggle to capture the un-50

derlying complex linguistic patterns. The extracted features may not always be easily understandable or51

explainable to healthcare professionals. As interpretability is crucial in healthcare applications, enabling52

clinicians to make informed decisions and trust the model’s predictions, it is critical to evaluate these53

new techniques that are used for extracting interpretable linguistic biomarkers. One promising approach54

is the use of LLMs to identify interpretable linguistic biomarkers that can serve as indicators of cognitive55

decline. LLMs have demonstrated remarkable performance in various NLP tasks, including language56

understanding, generation, and classification.57
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In this paper, we propose a novel approach for AD detection based on interpretable linguistic biomark-58

ers extracted from LLMs. Our approach leverages few-shot and zero-shot learning techniques to en-59

able LLMs to identify high-level linguistic patterns from limited transcription data. We design a set of60

prompting strategies to guide LLMs in extracting key linguistic features and generating explanations.61

Furthermore, we investigate the incorporation of LLM-extracted linguistic biomarkers into downstream62

supervised learning models for assessing AD/NC calssification performance. While LLMs have shown63

impressive results in various NLP tasks, their performance in AD classification lags behind traditional64

supervised learning approaches given the limited data constraint. To bridge this gap, we propose a novel65

AD detection architecture that capitalizes on the strengths of both LLMs and supervised learning tech-66

niques. The main contributions and novelties of our work are as follows:67

• We use Large Language Models (LLMs) to extract interpretable linguistic markers for AD detec-68

tion using in-context few-shot and zero-shot prompting strategies.69

• We design different prompting strategies under different learning contexts to facilitate LLMs in70

identifying high-level linguistic markers discriminative of AD/NC, providing interpretation and71

assessment, in terms of their strength, reliability and relevance to AD classification.72

• We incorporate linguistic markers extracted by LLMs into a supervised-learning model to enhance73

the performance of downstream supervised learning for AD classification, by assigning higher74

weights to the high-level linguistic markers/features extracted from LLMs.75

The remainder of this paper is organized as follows: Section 2 provides an overview of related work in76

the field of AD detection using NLP and deep learning techniques. Section 3 describes our methodol-77

ogy, including the prompt engineering strategies, and the proposed framework for evaluation. Section 478

presents the experimental results and discusses the performance of our approach. Finally, Section 5 and79

Section 6 concludes the paper and outlines potential future research directions.80

2 Related Work81

In recent years, there has been a growing interest in using linguistic markers for AD detection. Linguistic82

markers refer to the distinctive features and patterns in language production that can serve as indicators of83

cognitive impairment. Several studies have explored the potential of linguistic markers in AD detection.84

Fraser et al.5 analyzed a wide range of linguistic features, including grammatical complexity, semantic85

content, and discourse coherence, in the language samples of AD patients and healthy controls. They86
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found that a combination of linguistic features could effectively distinguish between AD and normal ag-87

ing. Similarly, Orimaye et al.6 used natural language processing techniques to extract syntactic, lexical,88

and semantic features from the transcripts of AD patients and achieved promising results in AD classi-89

fication. Other studies have focused on specific linguistic aspects, such as speech fluency, word-finding90

difficulties, and semantic fluency. For example, Pakhomov et al.17 investigated the use of verbal fluency91

tests as a screening tool for frontotemporal lobar degeneratio and demonstrated their effectiveness in de-92

tecting cognitive impairment. Kavé and Goral7 explored the semantic and phonemic fluency deficits in93

AD and highlighted their potential as linguistic markers of the disease.94

In the medical domain, LLMs have been used for tasks such as medical language translation, clinical95

note summarization, and medical question answering. For example, Rasmy et al.10 developed a medical96

language model called MED-BERT, which was trained on a large corpus of medical text and achieved97

state-of-the-art performance on several medical natural language processing tasks. Some studies have98

explored the potential of LLMs in mental health analysis. Yang et al.11,12 proposed interpretable mental99

health analysis frameworks using LLMs to identify linguistic patterns and generate explanations from text100

data. Xu et al.13 introduced ExpertPrompting, instructing LLMs to behave as domain experts, enhancing101

performance and reliability in mental health applications. Luo et al.14 explored ChatGPT’s capability102

in evaluating factual inconsistencies, highlighting the potential of LLMs in assessing the reliability of103

generated insights. Jeon et al.15 proposed a dual-prompting approach to improve the interpretability104

and reliability of mental health analysis using LLMs. These studies demonstrate the growing interest in105

leveraging LLMs for accurate, interpretable, and trustworthy mental health analysis. Our research builds106

upon these advancements, exploring the use of LLMs for identifying interpretable linguistic markers in107

Alzheimer’s disease detection. We evaluate the feasibility of using Large Language Models (LLMs) to108

identify interpretable linguistic markers for detection of AD based on few-shot and zero-shot learning.109

We design various prompting strategies under different learning contexts to facilitate LLMs in identifying110

linguistic markers discriminative of AD, assessing their strength and reliability, and providing interpre-111

tations concerning their relevance for AD detection. We use novel linguistic markers extracted by LLMs112

to enhance the performance of downstream supervised learning, by proposing a novel framework that113

incorprates the LLM-identfied markers into a multi-modal AD detection model. Our work contributes114

significantly to the growing body of research that advances AD diagnostics capitalizing on LLM tech-115

nologies.116
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3 Methodology117

We propose a feasible approach to evaluate linguistic markers identified by large language models for118

Alzheimer’s disease (AD) detection. We design two prompting strategies that leverage the knowledge119

and capabilities of LLMs to analyze linguistic patterns in individual’s speech.

Figure 1: A framework for leveraging large language models for identifying interpretable linguistic mark-
ers and enhancing Alzheimer’s Disease Diagnostics

120

3.1 LLM-based Linguistic Markers Extraction121

In this study, we explore the capabilities and applications of several leading LLMs, including ChatGPT-122

3.5, ChatGPT-4, to extract linguistic patterns and markers relevant to Alzheimer’s disease (AD) diagno-123

sis. These models are representatives in large language technology, each with unique characteristics and124

strengths in generating and analyzing human language.125

• ChatGPT-3.5: As one of the versions of the GPT (Generative Pre-trained Transformer) series devel-126

oped by OpenAI, ChatGPT-3.5 making it one of the most powerful language models available at its time127

of release. It excels in generating human-like text, completing given text prompts with high coherence,128

and understanding subtle nuances in language. We leverage ChatGPT-3.5’s capabilities to identify lin-129

guistic patterns and anomalies that may indicate cognitive impairment or AD.130

• ChatGPT-4: An advancement over its predecessor, ChatGPT-4 is a more sophisticated model that131

has been fine-tuned for better understanding and generating natural language. While specific details132

regarding its size and architecture are proprietary, it is known for its enhanced ability to process and133

generate text across a wide range of languages and dialects, providing more accurate and contextually134

5

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
perpetuity. 

 is the author/funder, who has granted medRxiv a license to display the preprint in(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted August 23, 2024. ; https://doi.org/10.1101/2024.08.22.24312463doi: medRxiv preprint 

https://doi.org/10.1101/2024.08.22.24312463
http://creativecommons.org/licenses/by-nc-nd/4.0/


relevant responses. We evaluate ChatGPT-4’s advanced language understanding to extract more refined135

and contextually-aware linguistic markers.136

3.2 Prompting Strategies for Linguistic Markers Extraction137

We propose a novel approach to identify linguistic markers for Alzheimer’s disease (AD) detection using138

LLMs. We design a prompting strategy that leverages the knowledge and capabilities of LLMs to ana-139

lyze linguistic patterns in descriptions of the Cookie Theft picture from the Boston Diagnostic Aphasia140

Examination. The methodology is outlined in Algorithm 1.141

As shown in Line 3-4, the prompting process begins by assigning an expert identity13 to the LLM, por-142

traying it as a medical professional tasked with analyzing linguistic patterns in the Cookie Theft picture143

descriptions. This identity establishment helps to guide the LLM’s behavior and outputs towards the144

desired task. Next, we assign the specific task to the LLM, which is to identify linguistic indicators that145

distinguish between individuals with AD and those with normal control. We emphasize the importance146

of being cautious and avoiding overdiagnosis of AD based solely on linguistic patterns. We use two147

prompting strategies to enable LLM’s potential abilities, including zero-shot Prompting and few-shot148

prompting.149

• Zero-shot Prompting: Zero-shot learning9 enables LLMs to apply learned knowledge from one do-150

main to perform tasks in another without any task-specific training data. We aim to prompt the general151

LLMs to describe linguistic attributes found in transcripts, then relate these attributes to known symptoms152

or stages of ADwithout explicit example-based guidance. Zero-shot prompting strategy includes two ap-153

proaches: a. Inferential Question Prompt: This kind of prompt directly asks the LLM to infer cognitive154

decline based on the language patterns observed in the transcript. For example, ”What language patterns155

in this transcript suggest cognitive decline?” This prompt encourages the LLM to identify and analyze156

linguistic features that may indicate cognitive impairment. b. Direct Inquiry Prompt: This prompt ex-157

plicitly instructs the LLM to identify any indicators of cognitive impairment in the given transcript. For158

example, ”Identify any cognitive impairment indicators in the following transcript.” This prompt directs159

the LLM’s attention towards detecting specific linguistic markers associated with cognitive decline. In160

our method, we simply adopt Direct Inquiry Prompt to instruct the LLM, as shown in Line 11 in Algo-161

rithm.1 and blows:162

”Identify linguistic patterns, keywords, or phrases that could potentially indicate cognitive impairment163

or Alzheimer’s disease. However, be cautious and consider whether these indicators are strong enough164
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to warrant a diagnosis on their own. Present these indicators and your assessment of their strength in a165

list format.”166

• Few-shot Prompting: Few-shot learning8 involves training the model with extremely limited labeled167

data to perform a task. In our work, we aim to help the LLMs to quickly adapt to identifying AD-specific168

linguistic markers with limited speech transcripts. We design a few-shot prompting for general LLM169

without being specified to specific domain. Few-shot prompting contains extremely limited speech tran-170

scripts collected from patients with AD, NC, followed by a question asking for identification of similar171

linguistic patterns in unseen data. For instance, a Few-shot prompting based on Chain of thought is sim-172

ilar to blows:173

”<Examples> Transcripts from people with Alzheimer’s disease describing the Cookie Theft picture:174

Script: [example1]...[exampleK]175

<Examples> Transcripts from people with normal control describing the Cookie Theft picture: Script:176

[example1]...[exampleK]”.177

In this prompt, the LLM is provided with a small number of example transcripts (K examples) indicat-178

ing the presence or absence of a specific condition (e.g., AD or NC). By employing these zero-shot and179

few-shot prompting strategies, we aim evalue whether LLMs can leverage the knowledge and adapt to180

extract linguistic markers specific to AD and NC. The extracted markers will be utilized in downstream181

supervised learning models for examining the performance on AD diagnosis.182

3.3 LLM-based Interpretable Explanation Generation183

To further analyze the identified linguistic markers and provide interpretable explanations, we assign two184

crucial tasks to the LLM. As shown in Line 13 in Algorithm.1, the task (b) focuses on making a diagnosis185

decision based on the identified linguistic indicators and their assessed strength. The prompt content is186

blows:187

”Based on the identified linguistic indicators and their strength, make a diagnosis decision (Alzheimer’s188

disease or normal control) for the individual who provided the description. If the indicators are not189

strong or conclusive enough, lean towards a diagnosis of Not Sure”.190

We instruct the LLM to classify the individual who provided the Cookie Theft picture description as191

either having Alzheimer’s disease (AD) or being a normal control (NC). However, we emphasize the192

importance of caution in this decision-making process. If the identified linguistic indicators are not strong193

or conclusive enough to confidently determine the presence of AD, we guide the LLM to lean towards a194

diagnosis of ”Not Sure.” This approach aims to prevent overdiagnosis and ensures that the LLM considers195
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the reliability and significance of the linguistic markers before making a definitive classification.196

As shown in Line 14 in Algorithm.1, the task (c) involves generating a concise explanation for the diag-197

nosis decision made in task (b). Our prompt for this task is the following form:198

Generate a concise explanation for your diagnosis decision. Discuss how the identified keywords, phrases,199

and patterns from the transcript support your conclusion, and explain any reservations you have about200

the strength of the indicators, while emphasizing the importance.201

We prompt the LLM to discuss how the identified keywords, phrases, and patterns from the transcript202

support its conclusion. This explanation should highlight the specific linguistic features that contributed203

to the classification decision, providing insights into the reasoning process of the LLM. Additionally,204

we instruct the LLM to express any reservations or uncertainties regarding the strength of the linguis-205

tic indicators. By doing so, we encourage the LLM to critically assess the reliability and capture the206

richness and complexity of the markers and communicate any limitations or ambiguities in its decision-207

making process. This step emphasizes the importance of a cautious approach to avoid overdiagnosis and208

promotes transparency in the interpretation of the results.209

8

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
perpetuity. 

 is the author/funder, who has granted medRxiv a license to display the preprint in(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted August 23, 2024. ; https://doi.org/10.1101/2024.08.22.24312463doi: medRxiv preprint 

https://doi.org/10.1101/2024.08.22.24312463
http://creativecommons.org/licenses/by-nc-nd/4.0/


Algorithm 1: Prompting LLMs for Analyzing Linguistic Patterns in Cookie Theft Picture Descrip-

tions
Input:

Designed prompt for Linguistic markers Extraction; Transcripts from dataset.

Output:

Linguistic markers extracted from LLM and Exploration for extraction results;

1 Assigning an expert identity:

2 You are a medical professional tasked with analyzing linguistic patterns in descriptions of the

Cookie Theft picture from the Boston Diagnostic Aphasia Examination.

3 Assigning task:

4 Your goal is to identify linguistic indicators that distinguish between individuals with Alzheimer’s

disease and those with normal control, while being cautious not to overdiagnose Alzheimer’s

disease.

5 In-context Few-shot Learning

6 <Examples> Transcripts from people with Alzheimer’s disease describing the Cookie Theft picture:

7 Script: [example1]...[exampleK]

8 <Examples> Transcripts from people with normal control describing the Cookie Theft picture:

9 Script: [example1]...[exampleK]

10 Assigning more specific tasks:

11 Using the <Examples> as a reference, please analyze the following transcript [text]. please

complete the following tasks:

12 a. Identify linguistic patterns, keywords, or phrases that could potentially indicate cognitive

impairment or Alzheimer’s disease. However, be cautious and consider whether these indicators

are strong enough to warrant a diagnosis on their own. Present these indicators and your

assessment of their strength in a list format.

13 b. Based on the identified linguistic indicators and their strength, make a diagnosis decision

(Alzheimer’s disease or normal control) for the individual who provided the description. If the

indicators are not strong or conclusive enough, lean towards a diagnosis of Not Sure.

14 c. Generate a concise explanation for your diagnosis decision. Discuss how the identified keywords,

phrases, and patterns from the transcript support your conclusion, and explain any reservations you

have about the strength of the indicators, while emphasizing the importance of a cautious approach

to avoid overdiagnosis.

15 Extra output regulation:

16 Please provide your response in a structured format, separating each task with clear headings and

limiting your total response to no more than 150 words

17 Collect response from LLM;

210
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3.4 Evaluating Linguistic Markers in AD Diagnosis Framework211

In this section, we propose an evaluation framework to assess the effectiveness and interpretability of the212

linguistic markers extracted by the LLMs for AD diagnosis. We aim to investigate whether these markers213

can replace the original transcripts in training AD diagnostic models and evaluate the performance of214

different prompting strategies and the interpretability of the LLMs. We train AD diagnostic models215

using these markers and explanations as input features and compare their performance to models trained216

on the original transcripts. We employ various evaluation metrics, such as accuracy, precision, recall,217

and F1 score, to assess the performance of the models. If the models trained on the linguistic markers218

achieve comparable or better performance than those trained on the original transcripts, it indicates that219

the extracted markers capture relevant information for AD diagnosis and can potentially replace the need220

for the less interpretable transcripts.221

Referring to Fig.1, our framework consists of two main components: the speech embedding branch and222

the text embedding branch. The speech embedding branch processes the sampled raw speech using a223

speech encoder to generate speech embeddings. On the other hand, the text embedding branch utilizes224

the extracted linguistic markers and their corresponding explanations. The linguistic markers serve as225

an alternative representation of the original speech, capturing the relevant information for AD diagnosis.226

These markers are then fed into the text encoder, which converts them into an text embedding for the227

subsequent processing steps, including embedding fusion and classification using the MLP head.228

To train the AD diagnostic model, we employ two loss functions: cross-entropy loss and matching loss.229

The cross-entropy loss is used to measure the discrepancy between the predicted labels and the ground230

truth labels, guiding the model to make accurate AD diagnosis predictions. The matching loss, on the231

other hand, is designed to align the speech embeddings and text embeddings. Byminimizing thematching232

loss, we encourage themodel to learn a shared representation spacewhere the speech and text embeddings233

are closely aligned. The optimization objects are listed in follows:234

argmin
Θ𝑒 ,Θ 𝑓

Lcls =
1

∥𝐷𝑇 ∥

∥𝐷𝑇 ∥∑
L𝑐𝑒 (𝑙, 𝑓 ;Θ𝑒,Θ 𝑓 ) (1)

argmin
Θ𝑒 ,Θ 𝑓

Lmatching =
1

∥𝐷𝑇 ∥

∥𝐷𝑇 ∥∑ ∑
e𝑠,e𝑡

L𝑐𝑜𝑠𝑖𝑛𝑒(e𝑠, e𝑡;Θ𝑒,Θ 𝑓 ) (2)

10
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235

argmin
Θ

Ltotal = Lcls + 𝛽Lmatching (3)

where 𝑓 is the fused embedding, Θ𝑒 and Θ 𝑓 are the parameters of encoders and MLP-Head for classi-236

fication respectively. L𝑐𝑒 represents the cross-entropy loss and Lmatching represents the matching loss.237

|𝐷𝑇 | denotes the size of the training dataset. e𝑠 and e𝑡 are the speech embedding and text embedding,238

respectively. L𝑐𝑜𝑠𝑖𝑛𝑒 is the cosine distance based loss. 𝛽 is the coefficient weight for balancing these239

objects.240

4 Experiments241

4.1 Evaluation Dataset242

In our experiments, we utilize the ADReSSo Challenge 2021 dataset18 to investigate the feasibility of243

using LLMs for identifying interpretable linguistic markers of AD and enhancing the performance of244

detection. The ADReSSo Challenge 2021 dataset has been widely used in the research community, serv-245

ing as a benchmark for developing and evaluating methods for AD detection through speech analysis.246

The dataset focuses on spontaneous speech only and its diverse participant cohort make it a valuable247

resource for advancing our understanding of the linguistic markers associated with cognitive decline in248

AD. More specific, the speech recordings are elicited using the Cookie Theft picture description task249

from the Boston Diagnostic Aphasia Examination. In this task, participants are shown an image depict-250

ing a scene where a boy is stealing cookies from a jar while his mother is distracted by washing dishes.251

The scene also includes other elements such as a sink overflowing with water and a girl reaching for a252

cookie jar on a high shelf. Participants are asked to describe what they observe in the picture, providing a253

spontaneous speech sample that captures their language abilities and cognitive functioning. These spon-254

taneous speech sample are divided into two main categories based on the cognitive labels: Alzheimer’s255

Disease (AD) and Normal Control (NC). AD category includes speech recordings and transcripts from256

individuals diagnosed with Alzheimer’s Disease. The speech samples in this category exhibit linguistic257

patterns and features associated with AD. NC category includes speech recordings and transcripts from258

individuals who are cognitively normal, meaning they do not show signs of cognitive impairment or259

dementia. The speech samples in this category serve as a control group and provide a baseline for com-260

paring the linguistic characteristics of AD individuals. In our experiment, our dataset contains a total of261

166 speech recordings and transcripts, with 86 samples in the AD category and 80 samples in the NC262
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category.263

4.2 Experimental Settings264

In this section, we provide a detailed description of the experimental setup used to evaluate our proposed265

method. Our experiments are conducted using the Python 3.8 programming language on an Ubuntu266

22.04 LTS operating system. We utilize the PyTorch 1.9 deep learning framework along with additional267

libraries such as Huggingface for establishing our model. The experiments are performed on a system268

equipped with an Intel(R) Xeon(R) Platinum 8370C CPU @ 2.80GHz and four NVIDIA GeForce RTX269

4090 GPUs with 24GB of VRAM. During training, we employ the AdamW optimizer with an initial270

learning rate of 2e-5 and a weight decay of 0.05. The batch size is set to 4, and we train the model for a271

total of 100 epochs. Gradient accumulation is used with a step size of 2 to effectively increase the batch272

size and stabilize the training process. The coefficient weight 𝛽 for balancing our objects is set to 0.1. We273

apply a linear learning rate scheduler with a warmup parameter of 0.05 to gradually increase the learning274

rate during the initial stages of training.275

4.3 Evaluation Metrics276

To assess the performance of our proposed method for detecting Alzheimer’s Disease using linguistic277

markers, we employ two primary evaluation metrics: accuracy and F1 score. Accuracy is a widely used278

metric that measures the overall correctness of the model’s predictions. It is calculated as the ratio of the279

number of correctly classified samples to the total number of samples in the dataset. In our case, accuracy280

represents the percentage of correctly identified AD and NC samples. The accuracy is computed using281

the following formula:282

4.3.1 Evaluation Metric283

Accuracy is used as the major metric to measure the model performance and defined as follows:284

Accuracy =
𝑙𝑎𝑏𝑒𝑙 (𝑥𝑡 ) = 𝑙 ∩ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 (𝑥𝑡 ) = 𝑙

𝑙𝑒𝑛(𝑇𝑒𝑠𝑡𝑆𝑒𝑡) (4)

where, 𝑥𝑡 is the test data, len(TestSet) is the total counts of testset samples, 𝑙𝑎𝑏𝑒𝑙 (𝑥𝑡 ) is the ground truth285

label of 𝑥𝑡 and 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 (𝑥𝑡 ) is the predicted label of 𝑥𝑡 by the trained classifier for AD diagnosis. While286

accuracy provides an overall measure of the model’s performance, it may not be sufficient when dealing287

with imbalanced datasets or when the costs of misclassification differ between classes. Therefore, we288
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also utilize the F1 score, which is the harmonic mean of precision and recall.289

F1 Score = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
(5)

These evaluation metrics will be reported for each fold in our stratified 5-fold cross-validation setup, and290

the final performance will be determined by averaging the results across all folds.291

4.4 Results & Analysis292

4.5 Performance Analysis293

Table.1 presents the performance comparison of various methods on the ADReSSo dataset. The eval-294

uation metrics used are accuracy and F1 score, which provide insights into the overall correctness and295

balance between precision and recall of the models. Among the single models, Wave2vec19 achieves296

the highest accuracy of 0.85, closely followed by Bert4 with an accuracy of 0.84. These results indi-297

cate that acoustic and linguistic features captured by Wave2vec and Bert are effective in distinguishing298

between AD and non-AD samples. Wave2vec also achieves higher accuracy than Bert, which verifies299

audio data contain more information related to AD diagnosis than transcript. When considering the F1300

score, Wave2vec and Bert maintain their strong performance with scores of 0.85 and 0.83, respectively.301

This result means that these models are able to identify AD samples accurately while minimizing false302

positives and false negatives.303

Table 1: Performance comparison of different methods on the ADReSSo dataset
Methods Use GPT Prompting Strategy Accuracy F1 Score

GPT3.5-Only Yes Zero-Shot 0.58 0.68
GPT4.0-Only Yes Zero-Shot 0.41 0.38

Bert No No 0.84 0.83
Wave2vec No No 0.85 0.85

Wave2vec-Bert No No 0.89 0.88
Bert-GPT3.5-ZS Yes Zero-Shot 0.69 0.75
Bert-GPT4.0-ZS Yes Zero-Shot 0.62 0.56

Wave2vec-Bert-GPT3.5-ZS Yes Zero-Shot 0.83 0.83
Wave2vec-Bert-GPT3.5-FS10 Yes Few-Shot 0.85 0.85
Wave2vec-Bert-GPT4.0-ZS Yes Zero-Shot 0.71 0.73

Wave2vec-Bert-GPT4.0-FS10 Yes Few-Shot 0.73 0.74
Wave2vec-Bert-GPT4.0-FS20 Yes Few-Shot 0.76 0.79

However, the performance ofGPT3.5-Only andGPT4.0-Only is significantly lower compared toWave2vec304

and Bert. GPT3.5-Only achieves an accuracy of 0.58 and an F1 score of 0.68, while GPT4.0-Only obtains305

an even lower accuracy of 0.41 and an F1 score of 0.38.16 These results suggest that these large language306

models may not be sufficient for accurate AD detection under zero-shot setting. The poor performance307
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of GPT3.5-Only and GPT4.0-Only raises concerns about the feasibility of using linguistic markers ex-308

tracted by LLMs to replace the original transcript. The low accuracies and F1 scores indicate that the309

linguistic attributes produced by these LLMs may contain less informative features or introduce false310

information compared to the original transcript. This could be attributed to the limitations of the LLMs311

in capturing the nuances and complexities of language patterns associated with AD.312

The combination of Wave2vec and Bert (Wave2vec-Bert) further improves the performance, achieving313

an accuracy of 0.89 and an F1 score of 0.88. This suggests that leveraging the complementary strengths314

of different models can lead to enhanced AD detection capabilities. Wave2vec-Bert achieves the highest315

accuracy of 0.89, followed by Wave2vec with an accuracy of 0.85. This indicates that using speech and316

transcript both is more informative.317

Bert-GPT3.5-ZS/FS and Bert-GPT4-ZS/FS (accuracy lower than 0.76) are inferior to the Bert (0.85).318

These results indicate that the current performance of LLMs in extracting these markers may not be319

highly accurate, it is important to recognize the tradeoff between interpretability and accuracy. Despite320

the linguistic markers are more interpretable as compared to the original transcript, they sacrificed some321

information to exchange higher interpretability. Furthermore, the combination of Wave2vec, Bert, and322

GPT3.5 with Ten-shot learning (Wave2vec-Bert-GPT3.5-FS10) and the combination of Wave2vec, Bert,323

and GPT4.0 with Twenty-shot learning (Wave2vec-Bert-GPT4.0-FS20) also do not show significant im-324

provements over the Wave2vec-Bert combination. Wave2vec-Bert-GPT3.5-FS10 achieves an accuracy325

of 0.85 and an F1 score of 0.85, while Wave2vec-Bert-GPT4.0-FS20 obtains an accuracy of 0.83 and an326

F1 score of 0.84 and Wave2vec-Bert-GPT4.0-ZS obtains an accuracy of 0.76 and an F1 score of 0.79.327

These results suggest that incorporating linguistic markers extracted by GPT3.5 and GPT4.0 with few328

learning may not provide benefits over using only Wave2vec and Bert feature. The analysis highlights329

the importance of carefully evaluating the quality and informativeness of linguistic markers extracted by330

LLMs for each sample before using them to replace the original transcript. The poor performance of331

GPT3.5-Only and GPT4.0-Only indicates that the linguistic attributes produced by these LLMs may not332

capture the essential information required for accurate AD detection. Relying on these markers alone333

could potentially lead to a loss of valuable information present in the original transcript. It is crucial334

to consider the limitations and potential biases of LLMs and the trade-off between interpretability and335

performance when utilizing them for extracting linguistic markers.336
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4.6 Linguistic Marker Analysis337

We summarised the linguisticmarkers extacted by LLMs in Table.2. Then,We asked the LLMs to identify338

the different linguistic properties found in AD vs NC subjects. The descriptors of AD language issues339

offered by LLMs can be categorized into four types in Table.3. The features generally match well with340

what is reported in the literature.5,20,21 First, AD subjects display problems in lexical recall, resulting in341

hesitation, repetition, more frequent occurrence of fillers, vague descriptions or even erroneous use of342

words. In contrast, NC subjects have no issues with word retrieval and produce fluent speech. Second,343

AD subjects are weak in organizing thoughts and maintaining thematic coherence of a discourse. Their344

narration is characterized by unexpected topic switch as well as incoherent picture description. NC345

subjects, on the other hand, can organize their thoughts coherently and logically, providing consistent and346

relevant descriptions. Third, AD subjects show difficulties in correcting themselves. NC subjects are able347

to self-correct their speech when needed. Last, AD subjects show problem commanding grammatical348

structure while NC subjects can generate sentences with normal grammatical structures.

Table 2: Linguistic markers extracted from AD and NC individuals
Category Linguistic markers Index

AD

Repetition and uncertainty LM1
Lack of clear descriptions and irrelevant phrases LM3

Naming difficulties and misuse of words LM4
Unnecessary excessive details and language errors LM5

Inappropriate linguistic structure and slight confusion LM6
Difficulty generating content and severe paraphasias LM7

Excessive use of filler words and irrelevant past memory LM8
Narrative inconsistencies and circumlocutory speech LM9

Sudden topic switches and exaggerated emotional expressions LM10
Disorganized thoughts and difficulty naming tasks LM11

Sudden topic switches and exaggerated emotional expressions LM12
Use of disconnected and unrelated expressions LM13

Nebulous phrases and disjointed narration LM14

NC

Consistent flow of thought LM15
Repetition and uncertainty LM16

Ability to self-correct LM17
Coherent, logical sentences showing adequate comprehension LM18

Clear memory, good attention span, and strong language abilities LM19

349
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Table 3: Linguistic features of AD and NC individuals
AD NC

Lexical recall problems:
• Hesitation, repetition, and frequent use of fillers
• Vague descriptions and erroneous word usage
• Difficulty in finding relevant words

No issues with word retrieval:
• Fluent speech production
• Accurate and relevant word usage

Weak thought organization and thematic coherence:
• Unexpected topic switches
• Irrelevant past memories
• Mismatches between description and source image

Coherent thought organization and thematic consis-
tency:

• Logical and consistent narration
• Relevant and accurate descriptions
• Maintains focus on the given task

Difficulty in self-correction:
• Struggle to correct errors or confusion
• May persist with incorrect statements

Ability to self-correct:
• Identifies and corrects mistakes
• Maintains clarity and accuracy in speech

Weaker command of grammatical structures:
• Inappropriate linguistic structures
• Difficulty in formulating grammatically correct
sentences

Normal command of grammatical structures:
• Generates sentences with proper grammar
• Maintains linguistic coherence and structure

5 Discussion and Future Work350

In future research, we aim to enhance the use of linguistic markers for AD diagnosis. This will involve ad-351

dressing potential errors or biases arising from the linguistic markers extracted by the LLMs. We consider352

linguistic markers crucial for two reasons. First, while the current performance of LLMs in extracting353

these markers may not be highly accurate, it is important to recognize the tradeoff between interpretabil-354

ity and accuracy (Rowe, 202430). The linguistic markers extracted by LLMs offer valuable insights into355

the language patterns and characteristics associated with AD, providing a level of interpretability that is356

crucial for medical diagnosis and understanding. Although the use of these interpretable markers may357

not immediately lead to improved accuracy in AD detection, their significance lies in their potential358

to enhance the interpretability and trustworthiness of the diagnostic process. By leveraging these lin-359

guistic markers, healthcare professionals can gain a deeper understanding of the linguistic changes that360

occur in individuals with AD, enabling them to make more informed decisions and provide better patient361

care.362

Second, from themedical and public health perspective, language-based AD diagnosis has great potential363

as a non-invasive and low-cost solution for AD diagnosis/prognosis in healthcare systems, especially364

when some of the diagnosticsmay invite scrutiny by a particular stakeholder group (e.g. the patient group)365

due to time/cost/invasiveness (e.g. MRI/CSF) and the benefits of using alternative methods are huge366
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(Vanderschaeghe et al., 2019;29 Potsteinssen et al., 202127). It has been well recognized that linguistic367

markers are effective markers for both diagnosis of AD and prognosis of AD onset (e.g. Eyigoz et al.,28368

2020, Yang et al., 20222). Language-based diagnosis generally involves relatively simple collection of369

short speech samples that can be done on smartphone apps. It is natural, non-invasive, low-cost and370

relatively accurate means that can be easily deployed for screening and longitudinal monitoring. It is371

starkly contrasted with complicated and expensive traditional AD diagnostics such asMRI, PET imaging,372

and CSF. As a result, the use of LLMs to identify AD markers is effective, it will make a very positive373

impact on the diagnosis and prognosis of AD at the healthcare policy level.374

The key challenge in extracting accurate and reliable linguistic markers from LLMs is the limited size375

of our dataset. With a small amount of data, the LLMs may not be able to fully activate their potential376

in extracting linguistic markers with satisfactory accuracy, reliable diagnostic decisions, and convincing377

explanations. To address this challenge in future, we propose utilizing data augmentation techniques378

to expand our dataset. Although the LLM-extracted linguistic markers may not be accurate enough for379

each individual case, we can summarize these markers and utilize them to customize synthetic data with380

specific characteristics. By controlling the linguistic patterns and features in the synthetic data, we can381

create a more diverse and representative dataset that covers a broader range of AD-related language vari-382

ations. This approach can help mitigate the limitations of the original dataset and improve the overall383

performance of the AD detection system. For instance, we can generate synthetic data for facilitating384

in-context learning for LLMs.23 By creating synthetic examples that mimic the linguistic patterns and385

characteristics of AD, we can provide the LLMs with a larger and more diverse dataset. This augmented386

data can help the LLMs learn and extract more accurate linguistic markers and improve their diagnostic387

performance. Moreover, we can also generate samples for supervised learning of the multimodal model.388

In addition to enhancing the LLMs’ performance, the augmented data can also be used to train the multi-389

modal model that combines linguistic markers with other modalities. By generating a larger dataset with390

predefined characteristics, we can explore a wider sample space and potentially improve the training391

results of the multimodal model.392

6 Conclusion393

In conclusion, this study demonstrates the potential of using LLMs to extract interpretable linguistic394

markers for Alzheimer’s disease detection. By leveraging in-context few-shot and zero-shot learning395

prompting strategies, we show that LLMs can identify high-level linguistic patterns discriminative of396
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AD and NC. The designed prompting strategies facilitate LLMs in providing interpretation and assess-397

ment of the extracted markers, considering their strength, reliability, and relevance to AD classification.398

Furthermore, we propose a novel approach that incorporates the linguistic markers extracted by LLMs399

into a small supervised-learning model. By assigning higher weights to these high-level features, we400

demonstrate the potential to enhance the performance of downstream supervised learning for AD clas-401

sification. However, the current performance of LLMs in extracting these markers may not be highly402

accurate, highlighting the tradeoff between interpretability and accuracy. Future research should focus403

on improving the accuracy of LLM-extracted markers while maintaining their interpretability. Investi-404

gating data augmentation techniques is also promising direction. Overall, this study takes an important405

step towards leveraging the power of LLMs for interpretable AD detection and paves the way for further406

research in this field. By combining the strengths of LLMs and supervised learning, we can work towards407

developing more accurate, interpretable, and trustworthy AD detection systems to assist healthcare pro-408

fessionals in early diagnosis and intervention.409

7 Appendix. A410

Table 4: LLM’s Response Example

Few-shot Prompting Example:

Input Prompt:

Designed prompt for Linguistic markers Extraction in Section.3

Original Transcript:

Continued on next page
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Table 4 – Continued from previous page

[There’s something has to be where the water goes down over. There’s probably something that, or they

don’t have it open or something. I don’t know. When the water goes down, what do you call that? This

here. Right here. This. What do you call that? What is that? What is that? What would you call that?

I don’t know. That’s what I’m saying. I don’t know what that is. I would call that the U-pipe. What?

What? A U-pipe? A U-bend? No, it’s just a pipe. A pipe? Oh, oh, oh, water pipe. Yeah. Oh, yeah. Okay,

well then maybe the water pipe is broke, or not broke, but there must be things in there that the water will

not go down. I don’t know....o what’s happening to the water? Huh? What’s happening to the water?

What’s happening to the water? Yeah. The water is going down in the... What would you call this? On

the floor? Floor, floor, floor. Yeah. Okay, okay. Okay. And what’s happening over this side of the picture

then? What’s happening over here? Well, down on this side of the picture. Well this thing here is turning

over. Uh huh. Yeah. Can you tell me what’s going on there? No. I don’t know what’s going on. Well

he’s probably getting, what’s this here? Cocoa jar. What’s this cocoa? Say it again. Can you read it

again for me? C-O-O-K-I-E. What does that spell? I don’t know. Cookie. Cookie. Cookie. Cookie. Oh,

okay. And what are the kids doing? Well, he’s getting it out, and he’s going to give it to the girl down

here. Okay. Is there anything else going on in the picture that you want to tell me about? Going on in

the picture? Well, the boy is giving him the girl, the cocoa. This probably is broke so the water will not

go down in and it’s coming up and going in here. And what’s she doing? Well, it looks like she’s what

she was gonna wash What she what they eat with yeah, what do you call it? What do you call this a plate

Dishes plate a plate. Oh, oh, yeah. Yeah. Yeah. Yeah what you eat in Is that is that what you call them a

plate cup? Oh, this is a cup. It might be a saucer. Oh Oh maybe. It might be a saucer or a plate. Okay.]

LLM’s Response:

”Given the transcript, potential language-based indications of cognitive impairment include:”

Identified Linguistic Markers:

”1. Struggling with word finding and lexical memory: The individual frequently appears unable to recall

common terms, such as ”cookie,” ”floor,” ”plate,” and ”cup.”

2. Exhibiting higher levels of repetition: The individual repeatedly asks the same question or makes the

same comment multiple times.

3. Lack of coherence and confusion: The person struggles to provide a systematic description of the

picture and shifts focus between points.”

Continued on next page
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Table 4 – Continued from previous page

Diagnosis Decision:

”Based on the identified linguistic indicators, a diagnosis of potential Alzheimer’s disease is tentatively

suggested but cannot be conclusively determined.”

Explanation for Diagnosis Decision:

”The individual’s language patterns indicate certain difficulties consistent with Alzheimer’s disease-like

cognitive impairment, such as word-finding struggles and incoherence. However, these indicators alone

are not strong enough to definitively diagnose Alzheimer’s. This suggests a need for further cognitive

testing andmedical consultation to avoid overdiagnosing based purely on a limited linguistic evaluation.”
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