
 

Predicting hospitalizations related to ambulatory care      
sensitive conditions with machine learning for population       
health planning: derivation and validation cohort study  
 
Seung Eun Yi, Vinyas Harish, Jahir M. Gutierrez, Mathieu Ravaut, Kathy Kornas, Tristan             
Watson, Tomi Poutanen, Marzyeh Ghassemi, Maksims Volkovs, Laura Rosella 
 

Supplementary Material 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1 



 

S1 & S2. Datasets used 
 

 
 
The list S2 of 18 chronic conditions that were used for the model input is attached in a separate                   
document. 
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S3. Ambulatory Care Sensitive Conditions (ACSCs) 

 
 
Table S3​. Definition of Ambulatory Care Sensitive Conditions adapted from the criteria given by the 
Canadian Institute for Health Information ​[1]​. All codes are in ICD-10-CA ​[2]​. 
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S4. Final selected features 
 
The features that were extracted from the data sources include patients’ demographic and geographical              
information, drug prescription history, chronic conditions, clinician visits, hospital usage, as well as past              
history of ACSC and laboratory results. 
 
Demographic information included the age of the patient, their sex, immigration status, and the date of                
arrival in Canada and the country of birth if applicable. Geographical information not only consisted of the                 
address of the patient at the three postal code digit level (also called as a ​forward sortation area of ​FSA​),                    
but also of the aggregation of different socioeconomic status measures at the FSA-level. This included               
quintiles of area-level education or income, as well as marginalization indices measuring material             
deprivation, residential instability, dependency, and ethnic concentration. 
 
Chronic conditions of the patient examine the presence of 18 comorbidities such as hypertension,              
diabetes, chronic obstructive pulmonary disease, and mood disorder. Drug prescription history has the             
information of the quantity and the name of medications that were prescribed to a given patient. It also                  
has the information of whether or not the medication was prescribed in a long-term care facility. It is                  
important to note that this contains the information of the medications that were dispensed but we cannot                 
know if they were actually taken by the patient. These records are nevertheless a good proxy for the                  
condition of the patient as well as an indicator of whether or not the patient is exposed to polypharmacy,                   
the concurrent use of more than five medications. The physician visits and hospital usage information               
contained the type of physician or hospital visit and the fee code related to the visit. Finally, from                  
hospitalization data, information on the presence and type of ACSC-related hospitalization was extracted             
for each patient. 
 
To control for the diversity of the patients, we set a threshold to the frequency of each feature to avoid                    
processing very rare features values that are not generalizable- for instance, the drug class information               
was processed only if at least 25% of the patients were prescribed medications of the same class. All                  
categorical values were one-hot encoded. Demographic and geographical features were prepared as            
fixed attributes of the patient at the time of observation window. The other features were aggregated at a                  
quarterly-level to account for the characteristics of the datasets being updated every three months. We               
also aggregated the latter at the observation window-level to obtain global health status of the patient,                
such as the total number of prescriptions of drug class A or the time since the last ACSC-related                  
hospitalization. 
 
The total number of features reached 2,082 after the initial preparation. In order to select the most                 
important features for the model as well as to ensure its generalizability, we took a greedy approach to                  
select a small subset of features that would ensure the performance of the model to match that of the                   
model using all features. Starting from a subset of 50 most contributing and geographic features we                
wanted to keep in, other features were added to the subset only if it led to a visible increase in model                     
performance when evaluated on the validation set. At the end of the process, we ended with 140 features                  
in total. 
 
The complete list S4 of final features that were selected for the model is attached in a separate document. 
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S5. Model Development Specification 
 
Given the low incidence rate of ACSCs (1.83% in the training set), we had a very imbalanced dataset and                   
while training, we undersampled negative data points (no ACSC hospitalization in prediction window) by              
selecting only one out of 8 negative samples, and kept all positive data points (ACSC hospitalization in                 
prediction window). The validation and testing sets were left untouched (i.e. were not undersampled). The               
final predictions made by the model were calibrated to account for undersampling ​[3]​. The model was                
trained with the following hyperparameters: a learning rate of 0.05, a maximum tree depth of 10, and both                  
the fraction of columns to be randomly sampled and the subsample ratio of columns for each split set at                   
0.7. The alpha, gamma and lambda values were 0.3, 0.1 and 0.5 ​[4]​. These were selected after a                  
hyperparameter grid search, consisting in fixing ranges and increments for given hyperparameters and             
testing all combinations of values to find the optimal one ​[5]​ . 
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S6. Model performance in comparison with Logistic Regression 
 
We trained a Logistic Regression (LR), a model that is widely used in developing healthcare risk                
prediction models. The LR model was trained using the same features as the XGBoost model. As seen in                  
Table S5, XGBoost model is able to predict the risk of ACSC-related hospitalizations with a higher AUC.                 
While the XGBoost model is able to handle multiple types of variables without any feature engineering,                
LR requires feature normalization and all features were scaled between 0 and 1. 
 
We compared the AUC value for the whole cohort of patients, where we saw a gain of 1.2 by using the                     
XGBoost model. We reported the range of AUC as well as its average obtained by training the model 5                   
times with random restarts. We also compared the AUC values when looking at the “young” patients who                 
newly qualified by turning 65 during the test set study period (target window between January 2016 and                 
December 2017). This ensures that the algorithm will be able to correctly assess the risk of the patients                  
who just turn 65 and are added to the patient group in the test set. XGBoost again shows an AUC gain of                      
1.4 compared to LR. We also compared the precision-recall curve of our XGBoost model to a logistic                 
regression model. The rapid drop in precision is predictable due to the rarity of the ACSC-related                
outcomes. 
 

 

 
Figure S6​ Precision-Recall Curve comparing XGBoost model against Logistic Regression. 
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S7. Characteristics of different risk groups identified by the model 
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S8. Model performance for different dataset types. 
 

 
Figure S8​ : Model performance on different features of subsets. 
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S9. Feature contribution for different population subgroups 
 

 
Figure S9 A) Feature importance for patients who do not have a history of an ACSC-related                
hospitalization. B) Feature importance for patients who have a history of one or more ACSC-related               
hospitalizations. 
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