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1 Data

The mobility data were obtained from Cuebiq, a location intelligence, and measurement company.
The dataset consists of anonymized records of GPS locations from users who opted-in to share the
data anonymously in the US metropolitan areas over a period of 6 months, from October 2016 to
March 2017. Data was shared in 2017 under a strict contract with Cuebiq through their Data for Good
program, where they provide access to de-identified and privacy-enhanced mobility data for academic
research and humanitarian initiatives only. All researchers were contractually obligated to not share
data further or to attempt to de-identify data. Mobility data is derived from users who opted in to
share their data anonymously through a General Data Protection Regulation (GDPR) and California
Consumer Privacy Act (CCPA) compliant framework.

From the data, we extracted the “stays”, as the places xi,t where anonymous user i stayed (stopped)
at time t for at least 5 minutes using the algorithm proposed by Hariharan and Toyama [11]. We
also calculated the duration of the stay, τ(xi,t). To discard stays related to working places, we only
considered stays of less than 2 hours of duration [τ(xi,t) < 2 hours]. Some of the stays happen within
places (Points of Interest). We use a dataset of 1.2 Million Points of Interest in US metropolitan areas
collected using the Foursquare API in 2017. We use the Foursquare venue categorization of the places
to detect the type of place visited [9]. Finally, we estimate the home Census Block Group of the
anonymous users as that in which they are more likely located during nighttime. This results in a
dataset of the places people stayed, including the points of interest that anonymous users visited and
the most likely census block group of where the device owner lives. We also discard stays happening
closer than 50 meters from users’ home location.

We only considered mobility data that happened within 11 metropolitan areas defined as the Core-
based Statistical Areas (CBSA) [1]. We considered CBSAs instead of other geographical units since
they are areas that are socioeconomically related to an urban center. This provides a self-contained
metropolitan area in which people move for work, leisure, or other activities. Note that most of the
CBSAs we consider span several states.

Table S1 shows a summary of the data used in the analysis. More details about how the data
was constructed, its representativity, and comparison with other datasets can be found in [17, 13] and
Section 2. In particular, as found in [17] our sample of users and their behavior is highly representative
of the people living in those metropolitan areas, including their socio-demographic profile and the
visitation patterns to different amenities. Also in [13] we found that neighborhood-level features
representing visits to fast food outlets (FFO) were significantly associated with self-reported fast-food
intake, significantly associated with obesity and diabetes, and were a better predictor of these diseases
than self-reported fast food intake.

2 Representativity

Our location data comes from smartphones in large urban areas. Although a large proportion of the
U.S. population owns a smartphone in urban areas, we might question whether our sample of 1.8
million devices is representative of the population and different socio-demographic groups in that
area. Figure S1 shows the comparison between the population detected in our data and the census
data. As we can see, the correlation is high (ρ = 0.61 ± 0.01) by census tract, showing that we
get a good representation of the population. Despite that, similar to reference [17] we address the
representativity of the data using a weighting mechanism (post-stratification) based on wΩ, the ratio
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Table S1: Summary of the mobility data and visits in each metro area in thousands (k) or millions
(M).

Metro Area Number of users Number of total visits Number of food visits Number of fast food visits
(% of total visits) (% of total food visits)

Boston 72k 7.49M 2.08M (27.79%) 0.3M (14.45%)
Chicago 300k 39.18M 9.46M (24.14%) 1.85M (19.59%)
Dallas 245k 33.43M 8.13M (24.32%) 1.89M (23.27%)
Detroit 127k 15.91M 3.91M (24.58%) 0.71M (18.16%)
Los Angeles 243k 38.37M 9.92M (25.85%) 1.72M (17.38%)
Miami 187k 26.63M 6.29M (23.63%) 0.93M (14.7%)
New York 248k 35.39M 9.3M (26.26%) 1.19M (12.85%)
Philadelphia 123k 13.68M 3.7M (27.08%) 0.51M (13.84%)
San Francisco 86k 9.6M 2.65M (27.64%) 0.37M (13.98%)
Seattle 73k 8.58M 2.33M (27.16%) 0.43M (18.44%)
Washington 153k 16.77M 4.26M (25.41%) 0.9M (21.01%)
Total 1862k 245.05M 62.04M (25.32%) 10.81M (17.42%)

of smartphone users to the true population in census tract Ω [21]. We tested that our main results do
not depend on this post-stratification technique. In particular, as we can see in figure S1b if we weight
the data in the logistic regression model (2) by the inverse of the ratio, we get very similar results to the
raw data. Still, the impact of the environment is of the same magnitude as the main results presented
in the paper. Similar results are obtained when we re-weight the effect of different interventions by the
inverse of the ratio of smartphone users to the true population. In Figure S1c we compare the effect
on different interventions on our sample of users, compared with the weighted version

∆FFO(Ω) ≃
∑
cit∈Ω

β

wΩ

eXit

(1 + eXit)2
δϕ

δI
.

As we can see, the relative results between the different interventions are similar between the weighted
and non-weighted (raw) data. But obviously, the numbers are scaled to population levels.

3 Classification of Food Outlets

Food visits were defined as visits to a location where food might be sold (including restaurants, food
retailers, and other locations). We extend the idea in [7] and identify Food Outlets (FO) using a
combination of Foursquare’s existing categorization taxonomy [9]. Each place in the Foursquare
dataset belongs to a parent category (e.g., “Food” or ”Arts & Entertainment”). In particular, FO are
defined as those in the “Food“ parent category, but we also include other places that serve or sell food
which happen in other parent categories, probably due to misclassifications or FO within multipurpose
facilities (e.g., music venue that serves food). A detailed description of those combinations appears
in Table S2. For privacy reasons, we have excluded FO located at schools, drug stores or medical
facilities.

To identify Fast Food Outlets (FFO) we use the name of the venue and match it to the list of Fast
Food restaurant chains in the US from the Wikipedia https://en.wikipedia.org/wiki/
List_of_fast_food_restaurant_chains#United_States. We augmented that list to
get common names like “KFC” instead of the official “Kentucky Fried Chicken”. And to account for
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Figure S1: A: Correlation between the smartphone population detection in our mobility data and
the official census population by census tract. B: Coefficients of the logistic regression coefficient
without (raw) and with (weighted) weights in the regression proportional to 1/wΩ. C: Effect of the
different interventions re-weighted by 1/Ω to account for the different ratio of users to population in
each census tract Ω.

potential different spellings of the name (e.g. “Carl’s Jr” instead of “Carl’s Jr. / Green Burrito”) we
used approximate string matching between the name of the venue and the list in the Wikipedia using
the Jaro-Winkler distance [6] of the stringdist library [24]. To test how good is this classification
of FFO, we compare it with the manual annotation of FFO for the LA metro area in [13], which
used a combination of Foursquare’s existing FFO categorization taxonomy and a bottom-up search of
known chain FF outlet names validated in previous research [8] and string matching techniques. We
found that 94% of the places annotated as FFO in [13] were included in our automatic classification.
However, our classification contains more FFO (6964) than those in [13] (4151) in LA, because some
major chains like “Chipotle” or “Starbucks” where not considered FFO in [13]. In Section 10 we
check extensively that our results do not depend on the definition and set of FFO considered.

Finally, our Foursquare dataset is an accurate representation of the fast-food outlets in each city.
As we can see in Figure S2, the number of FFO detected in each city by fast-food chains has a strong
correlation with other (curated) datasets of business, like the Infogroup’s US Historical Business Data
for 2016 [14]. The small variation between them can be attributed to the different way an outlet is
defined in both datasets. Also, in our dataset, we can detect food outlets within businesses (e.g. coffee
shops in large stores) which do not appear in Infogroup’s dataset.

4 Definition of context and food visit

To understand the role of individual preferences and the context where food decisions are made, we
restrict the analysis to visits to FO during lunch hours (from noon to 13h30 local time) because they
are more frequent, more likely to involve a visit to a venue for food, but most importantly, because
they are more likely to be affected by the local context where individuals were previously. As we
can see in Figure 2 in the main text, visits to FO and FFO are more frequent around lunchtime. For
those food decisions yit at time t, we take the last place in the morning (until 11:30) where user were
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Figure S2: Comparison between the number of FFO by chain in different cities obtained from our
Foursquare dataset and Infogroup’s US Historical Business Data for 2016 [14].

observed (context cit), and characterize the context where that decision is made by ϕ(cit). To make
sure that there was a possible decision between FFO and non-FFO options, we only keep observations
where the context cit contains both type of places. After those restrictions, we got 2.7 million visits
to FO during lunchtime by 755k users.

In our model, we have considered decisions yit which are done away from the pre-lunch context.
For our lunchtime dataset, the distance from home to the FO visit has a median of 9.78km, while the
median from the context is only 1.60km. Despite that, we get a number of actions yit that happen
far away from the context. Note that if we restrict too much the set of actions to get only those that
happen close to the context, we might end up with large endogeneity in our models. This is due to the
fact that if the action happens very close to the context, indeed, the variable ϕ(cit) will be larger from
those actions yit = 1 just because it includes the FFO where it happens. In any case, we have also
run our models restricting the actions to only those that happen below a given distance dmax from the
pre-lunch context. As expected (see Table S3), due to the endogeneity, the log-odds β are larger for
smaller distances, but the models have similar predicting power, and the effect of the environment is
always in the same direction.

5 Detecting change of context

To detect those users that change their context before lunch we used the following method: we take
the sequence of the census tracts where cit is. We only take those users that have at least two different
census tract contexts with more than 30% of their total visited contexts during that time period, and
we consider only users that appear at least 5 times at each of those two tracts. With only those two
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Figure S3: Method to detect the change of context before lunch. We construct a binary time series
for each of the census tracts for those users that have more than 30% of their contexts in two of them.
We use a statistical test to detect statistically significant changes in the mean of those time series to
know if and where changepoints happened. For the user in panel A, a significant change in the means
(in red) is detected in December. However, for the user in panel B, no significant change is detected,
and the user changes often between contexts. Statistically significant changes were detected using the
changepoint library with a manual method and penalty of n1/10 (see details of those methods in
[15]).

census tract contexts, we construct the binary time series between them, see Figure S3. We apply a
method to detect if and where a changepoint occurred in that time series based on detecting statistical
changes in the mean using the [15]. That method was implemented using the library changepoint
in R, and we use a manual penalty using nγ for the number of changepoints n. We manually annotated
some cases and found that γ = 0.1 yielded the best accuracy in detecting changes of contexts. If the
method detects a changepoint, the properties of the mobile food environment before and after it are
averaged over all cit in each of the census tracts’ contexts. Using this method, we detected 7913 users
in our dataset that changed contexts during our observation period.

6 Estimation of the effect of changing contexts

To provide a statistically robust estimation of the impact of those individuals that changed their con-
text before lunch, we design a methodology based on the Bayesian Structural Time Series (BSTS)
approach. We define four groups of users depending on whether their contexts before/after has Low
(ϕ < 0.13) or High (ϕ > 0.13) (average) ratio of fast food options. Around 34% of users changed
from Low → Low and another 34% from High → High, while 16% changed from Low → High and
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another 16% from High → Low. To study the effect of changing from Low → High, for example, we
consider the time series µLow→High

t of the fraction of FFO visits at lunch by day t, where t = 0 is when
they changed their context. As a counterfactual, we consider those users that changed their context
also, but changed to a similar number of FFO options contexts, µLow→Low

t . Note that we did not use
as counterfactual those users that stayed in the same geographical context, but only those that changed
their geographical context. This was done to reduce the possibility of some endogeneity between
changing contexts and the food environment in the previous context. Similarly to study the effect of
changing from High → Low contexts we use µHigh→Low

t taking µHigh→High
t as counterfactual. BSTS

models were implemented using the CausalImpact packages in R [4]. Given a response and a
counterfactual time series, BSTS predicts how the response would have evolved after the change to
a different context if the change never happened. In the modeling, we used the default values of the
CausalImpact library, including no seasonality, since our time series are centered 50 days around
where they change their context.

7 Models

7.1 Demographic models for exposure to home and mobile food environments and
FFO visits

To investigate the socio-demographic differences in home and mobile exposure to fast food, and in the
fraction of FFO visit decisions, we have used simple linear regression models like

ϕm
i , ϕh

i , µi ∼
∑
l

βldl,i +MSAi (1)

where dl,i are the different socio-demographic variables associated with the home Census Block Group
(CBG) where user i lives, and MSAi is a fixed factor by urban area. The socio-demographic variables
considered come from the American Community Survey (5 years) 2017 edition, [23] and they corre-
spond to (by CBG):

• Proportion of Black population.

• Proportion of employed (civilian) population.

• Proportion of people with college education or beyond.

• Proportion of people working in low-skill jobs, namely in the Agriculture, Construction, Man-
ufacturing, Wholesale, Retail, and Transportation sectors.

• Proportion of people commuting longer than 45 minutes.

• Proportion of people that use public transportation for that commuting.

• Median income of each household.

Other variables (like the proportion of White people) were discarded as they are highly correlated with
combinations of those above. Table S4 shows the results of the linear regression for each variable.
As we can see, despite many of the coefficients being significant, only the model for ϕm has some
explanatory power with R2 = 0.21. Interestingly, the fraction of FFO visits and exposure at home
models do have a very small explanatory variable.
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7.2 Model for visits to FO during Lunchtime

To test for the effect of FFO environments, we have run a number of statistical models. For the main
results of the paper, we establish the effect of FFO environments around the contexts to go to a FFO
place using a logistic regression for the probability that the user i went to a FFO at time t, i.e. yit = 1.

Pr(yit = 1) = logit−1[β0 + αi + δt + βϕ(cit)] (2)

where logit−1(x) = ex/(1 + ex), and ϕ(cit) is the fraction of FFO options around the context before
lunch. We control individual preferences and daily patterns by introducing a fixed effect by user (αi)
and day (δt). Regression was only performed for those individuals or days that have at least one FFO
and non-FFO visit. Results for this model are presented in Figure 2 of the main paper and Table S5.
We also cluster errors by day to account for potential heterogeneity. However, our results are largely
independent of that clusterizationS5.

To observe potential non-linearities in the effect of FFO, we used a logistic regression where we
one-hot encoded the rounded version of ϕ(cit). This allows us to observe whether the effect they have
is linear, starts big and then plateaus, or it has another shape. The coefficient for each value of ϕ can
be seen in figure S4. The effect is always increasing, and it is almost linear, as we hypothesize in
Equation [2].

7.3 Model for visits to FO by socio-demographic traits

We have also tested whether the effect of the context could be accounted for the different contexts that
individuals visit depending on their socio-demographic traits. As we can see in Figure 2 in the main
paper, people that rely more on public transportation and long commuting, with low-skill jobs, and
from predominantly Black neighborhoods seem to be exposed to more FFO. However, as we see in
Figure 2 and Figure 3 in the main paper, the FFO context and its effect seem to be largely independent
of income. Rather than introducing complicated interaction terms, to test other demographic variables
in the effect of the context, we have rerun the logistic regressions only for the visits to FO of particular
socio-demographic groups, specifically by quantile of the different socio-demographic variables. As
we can see in Figure S4, although there is some variability, our estimations of β are very similar across
different socio-demographic groups.

7.4 Model for the visits to FO after DMV

In the case of visits to DMV, we typically have only one observation and day per user. Thus we have
removed the daily and individual fixed factors and we have used a simpler logistic regression model:

Pr(yDMV
it = 1) = logit−1[α̂i + βϕ(cit)] (3)

where α̂i is the observed fraction of visits to FFO for each individual i.

7.5 Model for the visits to FO during the whole day

Finally, we have extended model (2) to the rest of the day. To this end, we consider each stay in our
dataset as a context cit, and we evaluate if there is a food visit yit in the next two hours after that stay.
Then we fit a similar model as that in Eq. (2) only for those stays that include a visit to a food outlet
in the next two hours. This allows us to investigate also at what time of the day is more important the
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context in the type of food visit. As we can see in figure S5, the importance of the context variable
ϕ(cit) measured by the t-statistic in the regression model (2) is larger around noon. Thus, visits around
noon are more likely to be affected by the local context where individuals were previously.

8 Topic analysis of census tracts

To identify the type of areas where the most efficient interventions happen, we have used topic mod-
eling to identify the different patterns behind the distribution of POIs by area. We note that mobility
data or visits were not used in this analysis, only the spatial distribution of POIs from the Foursquare
API. Similar to LDA applied to text classification, we describe every census tract by the number of
POIs in each category (terms), and we have applied Latent Dirichlet allocation (LDA) to get a small
number of groups of POIs (topics) to describe each census tract (document) [3]. For our analysis, we
have only considered those categories that appear at least in 20 or more census tracts, so we ended up
with a document-term matrix of 18898 census tracts with 614 categories of POIs.

The result of the LDA applied to that document-term matrix are two matrices: one containing the
weights of the different categories by topics and the other containing the probabilities of finding a
specific topic within each census tract. To find the number of topics, we have used different metrics
found in the ldatuning package [18]. Results for this tuning are found in figure S6 where we can
see that we get (almost) global minima and maxima for different metrics around k = 20.

The composition of the different topics can be found in figure S7. As we can see, the topics are
easily recognizable, and we have given names to each of them for easy recognition. They go from
groups of POIs related to airports, to offices, industrial / factory areas, shopping centers, malls, health
areas, education, and recreational areas, to more local ones related to different types of neighborhood
groups of POIs.
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Figure S5: Importance of the FFO context variable ϕ(cit) for models built with actions at different
hours of the data. Variable importance is given by the absolute value of the t-statistic of the variable
in the regression model (2) by the hour.

Each census tract can be described then by the set of frequencies of each topic within them. Most
of the census tracts cannot be described uniquely by a single topic but by a weighted composition of
them. As expected, we find that topics like “University” or “Airport” or “Seaside” are less frequent in
census tracts than others like “Garage”, “Shopping Center” or “Neighborhood”, see figure S8.

In summary, our LDA method allowed us to characterize each census tract by the patterns or
groups of different POIs we could find there. It is interesting to see that the POIs in almost twenty
thousand census tracts can be described by only 20 different groups of POIs that co-occur frequently
in our urban areas. Most of those groups/topics are related to commercial activities, but some of them
describe working places, recreational or health areas too.

9 Effect of interventions on other health groups

Here we investigate the possibility that our different interventions target only specific health groups.
To this end, we use the PLACES Local data for Better Health dataset from the CDC [5] that con-
tains model-based census tract-level estimates for different health risk behaviors and outcomes. Using
those estimates, we classify each individual into different groups of health outcomes depending on
which quantile their census tract is with respect to that outcome. Figure S9 shows the total increase
in the number of non-FFO visits for all interventions by health outcome group: Obesity, Diabetes,
Sleeping less than 7 hours, Levels of Physical Inactivity, and High Cholesterol. As we can see, the
environmental-behavioral intervention always increases the number of non-FFO visits across different
groups with respect to the rest of the interventions. For example, compared with other interventions,

12



m
in

im
ize

m
a

xim
ize

4039383736353433323130292827262524232221201918171615141312111098765432 4039383736353433323130292827262524232221201918171615141312111098765432 4039383736353433323130292827262524232221201918171615141312111098765432 4039383736353433323130292827262524232221201918171615141312111098765432

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

number of topics

Metric

Griffiths2004

CaoJuan2009

Arun2010

Deveaud2014

Figure S6: Variation of different metrics to estimate the optimal number of topics in the different
census tracts. Metrics were obtained using the ldatuning package [18]. As we can see, several
metrics show a minimum/maximum around k = 20.

we get 2.2x-2.5x more non-FFO visits on our environmental-behavioral intervention for groups com-
ing from areas of high prevalence of diabetes and obesity. Note, however, that some other interventions
have the same or even less effect on high-risk groups. For example, the “Food Swamp“ and “Food
Hotspots” interventions yield similar (low) effects in the high obesity, and diabetes groups but very
different in low obesity, and diabetes groups. These results show that, although some other inter-
ventions might have a heterogeneous impact across different health risk groups, our “Environmental-
Behavioral” intervention always affects significantly those with high health risks and significantly
more than all other interventions.

10 Robustness checks

10.1 Different definitions of POI visit

Visits to POIs are determined by looking at the closest POI to any stay up to a radius of dmax = 200
meters. Although we set dmax = 200m, we find that the median distance of stays attributed to POI
is 24.24 m (Interquantil Range, IQR, 12.21 - 49.17), and the median distance of a stay attributed to
FO is 18.82 m (IQR, 9.74 - 30.335m) and the median distance of a stay attributed to FFO is 17.70m
(IQR, 9.257 - 31.88m). All of them much smaller than dmax = 200m. In any case, we have tested
the robustness of our results to this attribution of stays to POI by exploring other values of dmax from
20m to 200m. Again, the actual median distance to FO for those other values is much smaller than
dmax: median of 10.14m (IQR, 6.15 - 14.55m) for dmax = 20m, 15.42m (IQR, 8.48 - 25.57m) for
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dmax = 50m, and 17.61m (IQR, 9.31 - 31.89m) for dmax = 100m. As we can see in Figure S10, we
find very slightly fluctuations with respect to dmax of our results on the effect of the context on Fast
Food visits. These results indicate that our main findings are largely independent of and robust to the
details of our approach for attributing stays to POI.

10.2 Different definitions of the context

We define the context cit before lunch time as the last stay before 11:30. We have also tested the
sensitivity of our result to other definitions of the context before lunch. For example, we tested taking
cit as the longest stay before lunchtime, or the last one with a duration longer than 1 hour. The results
for the logistic regression are presented in Figure S10 where we can see that different definition of cit
yield very similar results on the effect of the context in fast food visits. These results indicate that our
main findings are largely independent of and robust to the details of the definition of the context.

10.3 Different characterization of the context

To characterize the mobile food environment through the variable ϕ(x) we have taken the ratio of FFO
to FO in a radius of 1km around place x. However, in highly dense areas with many FO, a radius of
1km can include many FO, and it will be less likely that people are using the whole information about
that large area when making their decision. Thus, we have tested the sensitivity of our results to other
definitions of ϕ(x) which account for the different densities of FO in different areas. In particular, we
have tested taking ϕ(x) as the ratio of FFO to FO of the closest 25 FO to x, a definition that takes into
account the density of FO around a place. As we can see in Figure S10 our results are very similar for
both definitions. These results indicate that our main findings are largely independent of and robust to
the details of characterization of the context.

10.4 Different sets of FO and FFO

Since there is little consensus about what is the definition of FFO, we test the robustness of our results
to different definitions of food and fast food venues. In particular, we use three different definitions:

• WF (Wikipedia and Foursquare) definition, the one used in the main paper and described in
Section 3.

• MF (Manual and Foursquare) definition, the one used in [13] for the Los Angeles metropolitan
area, see Section 3.

• WF+ (Wikipedia and Foursquare extended), which is similar to the WF definition but also adds
in all independent restaurants that have the words “pizza” or “burger” in their names, as was
done in [7].

As we can see in Figure S11, our results for the effect of the mobile food environment on the individual
decision to visit FFO are very similar across the different definitions. We note, however, that the effect
seems to be larger for the MF definition, due to the restrictive definition made in [13] for an outlet
to be considered as FFO. This makes the variable ϕ smaller in the different contexts and thus, the
coefficient in the model gets larger.
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11 Interventions

We want to identify those areas to intervene by changing how individuals evaluate the options around
them. For example, this can be done by changing the number of FFO around them or by ranking differ-
ently the restaurants in the area on recommendation platforms. Here we want to identify those areas
where those changes could have more impact. Our model predicts that the probability of choosing
FFO is given by

P (yit = 1) =
1

1 + eβ0−δt−αi−βϕ(cit).
(4)

We want to investigate those places in which the change in that probability is larger after implementing
an intervention I, that is, where the derivative with respect to I

δP (yit = 1)

δI
= β

eXit

(1 + eXit)2
δϕ

δI
(5)

is larger. Here Xit = β0 + δt +αi + βϕ(cit). If we focus on a specific area Ω, then cit is more or less
the same within an area Ω, then we get that the change in that area is

∆FFO(Ω) =
∑
cit∈Ω

β
eXit

(1 + eXit)2
δϕ

δI
(6)

This expression tells us that the change in probability of going to FFO in an area after changing the
context around it depends on three things: i) the people that go to that area and their preferences
(through αi), ii) also on the number of actions there, and of course, iii) the context around that area.
For example, we can have an area in which many people go, but they have a large individual preference
for non-FFO (αi ≪ 0 ), and they are not influenced by the FFO around. In that case, the impact of the
intervention I will be small. Or an area in which not many people go but they are very influenced by
the FFO around (αi ≃ 0), so an intervention can change a large number of decisions.

Turn a Non-FF into a FF restaurant

Suppose we have an intervention where we turn just a FFO into a non-FFO in area Ω. In that case
ϕ(cit) will change approximately by −1/nΩ, where nΩ is the number of FO in an area Ω. Therefore
we get that δϕ/δI ≃ −1/nΩ and the total reduction in the number of FFO visits of that intervention
in the area Ω is

∆FFO(Ω) =
∑
cit∈Ω

δP (yit = 1)

δI
= −

∑
cit∈Ω

β

nΩ

eXit

(1 + eXit)2
(7)

12 Libraries used

Analysis was conducted in R [20] using the following packages:

• Logistic and least square regressions with fixed effects were done using the fixest library [2].

• BSTS models were implemented using the CausalImpact package [4].

• Change of context was done using the changepoint [16]
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• Packages ggplot2 [27], and tmap [22] were used in the visualizations.

• Spatial analysis was done using the sf [19] package.

• LDA topic modeling was done using the topicmodels package [10].

• Approximate string matching for the classification of food outlets was done using the stringdist
package [24].

• Access to the Census API was done using the tidycensus [26] package. Boundaries of the
Census Block Groups were obtained from the Census API using the tigris [25] package.

• Regression tables were prepared using the stargazer package [12].
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Table S2: Combinations of other parent category (not “Food”) and category used to classify venues
as food outlets.

Parent Cat-
egory

Category

Nightlife
Spot

Sports Bar, Bar, Pub, Dive Bar, Speakeasy, Hookah Bar, Lounge, Seafood,
American, Cocktail, Italian, Brewery, Beer Garden, Hotel Bar, Wine Bar,
Mediterranean, Restaurant, Whisky Bar, Mexican, New American, Tiki Bar,
Sake Bar, Liquor Store, Pizza, Gastropub, Wings, Sushi, Steakhouse, Coffee
Shop, Korean, Wine Shop, Burgers, BBQ, Winery, Café, Beer Bar, French,
Beach Bar, Sandwiches, Japanese, Asian, Convenience Store, Piano Bar,
Beer Store, Bakery, Grocery Store, Desserts, Gourmet, Deli / Bodega, Juice
Bar, Food Truck, Candy Store, Food & Drink, Cafeteria, Butcher, Snacks,
Cheese Shop, Corporate Cafeteria, Supermarket, Street Food Gathering

Shop & Ser-
vice

Grocery Store, Convenience Store, Liquor Store, Butcher, Gourmet, Food &
Drink, Health Food Store, Warehouse Store, Discount Store, Deli / Bodega,
Fish Market, Wine Shop, Candy Store, Beer Store, Cheese Shop, Super-
market, Sports Bar, Coffee Shop, Sandwiches, Farmer’s Market, Snacks,
Seafood, Fruit & Vegetable Store, Chocolate Shop, Café, American, Ital-
ian, Restaurant, Desserts, Gastropub, Bakery, Juice Bar, Herbs & Spices
Store, Pizza, Winery, Dive Bar, Steakhouse, Food Truck, Burgers, Beer Gar-
den, Lounge, Smoothie Shop, New American, Street Food Gathering, Or-
ganic Grocery, Wine Bar, Korean, Bar, Hookah Bar, Pub, Japanese, Mexi-
can, Cocktail, Brewery, Sushi, Asian, Mediterranean, Speakeasy, Beer Bar,
Tiki Bar, Cafeteria, BBQ, Whisky Bar, French, Hotel Bar, Sake Bar

Arts & En-
tertainment

Bar, Italian, Mexican, Piano Bar, Fish Market, Coffee Shop, Pub, Amer-
ican, New American, Restaurant, Gastropub, Sports Bar, Farmer’s Market,
Pizza, Lounge, Dive Bar, BBQ, Café, Steakhouse, Sushi, Wine Bar, Mediter-
ranean, Desserts, Food Truck, Brewery, Beer Garden, Juice Bar, Cocktail,
Speakeasy, Candy Store, Beach Bar, Burgers, Snacks, Bakery, Cafeteria,
Japanese, Grocery Store, Food & Drink, Winery, Whisky Bar, Hotel Bar,
French, Seafood, Asian, Wine Shop, Sake Bar, Hookah Bar, Beer Bar, Deli /
Bodega, Sandwiches, Liquor Store, Cheese Shop, Convenience Store

Professional
& Other
Places

Winery, Liquor Store, Lounge, Coffee Shop, French, Italian, Corporate Cafe-
teria, Wine Shop, Hotel Bar, Chocolate Shop, American, Farmer’s Market,
Speakeasy, Bar, Fruit & Vegetable Store, Corporate Coffee Shop, Seafood,
Café, Burgers, Cafeteria, Convenience Store, Grocery Store, Asian, Food &
Drink, Deli / Bodega, Pub, Bakery, Restaurant, Candy Store, Mexican, Wine
Bar, Whisky Bar, Sports Bar, Warehouse Store, Cocktail, Pizza, BBQ, Brew-
ery, Mediterranean, Desserts, Hookah Bar, Beer Garden, Discount Store,
Health Food Store, Snacks, Sandwiches, Food Truck, Japanese, Supermar-
ket, Dive Bar, Steakhouse, New American, Gourmet, Juice Bar, Beer Bar,
Cheese Shop, Beer Store

Travel &
Transport

Lounge, Food Truck, Bar, Hotel Bar, Cocktail, Deli / Bodega, American,
Pizza, Brewery, Restaurant, Cheese Shop, Pub, Bakery, Beer Garden, New
American, Mediterranean, BBQ, Café, Liquor Store, Sports Bar, Sushi,
Mexican, Convenience Store, Burgers, Wine Bar, Coffee Shop, Dive Bar,
Beach Bar, Speakeasy, Italian, Seafood, Steakhouse, Wings, Sandwiches,
Winery, Gastropub, French, Grocery Store, Korean

College &
University

Cafeteria, Bar, Coffee Shop, Italian, Convenience Store, Café, Food Truck,
American, Burgers, Restaurant, Pub, Speakeasy, Gourmet, Deli / Bodega,
Sandwiches, Dive Bar, Cocktail, Snacks, Wine Bar, Hookah Bar, Lounge,
BBQ, Asian, Candy Store, Sushi, Pizza, Sports Bar, Chocolate Shop, Juice
Bar, French, Grocery Store, Bakery, Food & Drink

Outdoors &
Recreation

Food Truck, Fish Market, American, Juice Bar, Farmer’s Market, Liquor
Store, Food & Drink, Italian, Winery, Grocery Store, Seafood, Lounge,
Beer Garden, Sandwiches, Wine Bar, Sports Bar, Bar, Restaurant, Hotel Bar,
Coffee Shop, Deli / Bodega, Street Food Gathering, Café, Burgers, Health
Food Store, Mexican, Bakery, Speakeasy, Hookah Bar, Pub, Snacks, Cock-
tail, Brewery, Dive Bar, New American, Pizza, French, Butcher, Beach Bar,
Asian, Supermarket, BBQ, Gastropub, Convenience Store, Discount Store,
Corporate Cafeteria

Residence Speakeasy, Beer Garden, Lounge, Food & Drink, Wine Bar, Deli / Bodega,
Grocery Store, Café, Brewery, Coffee Shop, Cocktail, BBQ, Hotel Bar,
Whisky Bar, Gourmet, American, Beach Bar, Pizza, Mediterranean, Bar
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Table S3: Logistic regression results for the model in Equation [2] for different groups of FO visits
and maximum distance between the context and the action, dmax. Numbers in parenthesis correspond
to standard errors of the coefficients. We also report the Squared Correlation and Pseudo R2 results
for the logistic regression.

Dependent Variable: yit
Model: All dmax = 1km dmax = 2km dmax = 5km dmax = 10km

Variables
ϕ(cit) 1.872∗∗∗ 9.689∗∗∗ 6.536∗∗∗ 3.794∗∗∗ 2.726∗∗∗

(0.0335) (0.1158) (0.0820) (0.0541) (0.0428)

Fixed-effects
Day Yes Yes Yes Yes Yes
User Yes Yes Yes Yes Yes

Fit statistics
Observations 1,483,379 385,994 545,260 855,973 1,112,032
Squared Correlation 0.18820 0.27075 0.24201 0.21350 0.20060
Pseudo R2 0.16054 0.22632 0.20270 0.18010 0.17008
BIC 4,438,285.7 1,245,221.4 1,782,324.6 2,735,133.6 3,457,071.7

Clustered (day & user) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Table S4: Results for the Ordinary Least Squares regression of mobile (ϕm
i ), home (ϕh

i ) average
exposure to FFO environments, and the fraction of FFO visits (µi) by individual, as a function of
different socio-demographic traits of the census tract where individuals live.

Dependent variable:

ϕm ϕh µ

Median Income 0.002∗∗∗ (0.0002) −0.019∗∗∗ (0.0004) −0.0002 (0.0005)
Proportion of Black 0.022∗∗∗ (0.0004) 0.048∗∗∗ (0.001) 0.037∗∗∗ (0.001)
Proportion of high education −0.016∗∗∗ (0.001) 0.025∗∗∗ (0.001) −0.027∗∗∗ (0.001)
Proportion employed 0.007∗∗∗ (0.001) 0.027∗∗∗ (0.003) 0.005 (0.003)
Proportion using public transportation −0.093∗∗∗ (0.001) 0.019∗∗∗ (0.001) −0.106∗∗∗ (0.001)
Proportion with long commutes 0.050∗∗∗ (0.001) −0.073∗∗∗ (0.001) 0.068∗∗∗ (0.001)
Proportion employed in low skill jobs 0.040∗∗∗ (0.001) 0.008∗∗∗ (0.001) 0.043∗∗∗ (0.002)
Constant 0.098∗∗∗ (0.002) 0.262∗∗∗ (0.004) 0.165∗∗∗ (0.005)

Fixed effect by urban area YES YES YES

Observations 1,001,733 1,001,733 1,001,733
R2 0.213 0.038 0.052
Adjusted R2 0.213 0.038 0.052
Residual Std. Error (df = 1001715) 0.063 0.128 0.155
F Statistic (df = 17; 1001715) 15,921.330∗∗∗ 2,342.803∗∗∗ 3,240.151∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table S5: Logistic regression results for the model in Equation [2] for different groups of users and
food outings. The last column corresponds to the model in Equation [3] for the DMV visits. Numbers
in parenthesis correspond to standard errors of the coefficients. We also report the Squared Correlation
and Pseudo R2 results for the logistic regression.

Dependent Variable: yit
Food Outings group: All Weekdays Weekends Income Q1 Income Q2 Income Q3 Income Q4 Low FFO Mid FFO High FFO DMV

Variables
ϕ(cit) 1.842∗∗∗ 1.765∗∗∗ 1.766∗∗∗ 1.851∗∗∗ 1.781∗∗∗ 1.884∗∗∗ 1.871∗∗∗ 2.999∗∗∗ 1.817∗∗∗ 1.765∗∗∗ 1.266∗∗∗

(0.0391) (0.0491) (0.1191) (0.0630) (0.0711) (0.0733) (0.0916) (0.1891) (0.0608) (0.0506) (0.2254)
α̂i 5.016∗∗∗

(0.1464)
(Intercept) -2.682∗∗∗

(0.0540)

Fixed-effects
Day Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
User Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Fit statistics
Observations 1,072,640 781,753 108,813 332,518 280,331 254,590 205,201 105,888 534,335 436,173 13,530
Squared Correlation 0.19190 0.19555 0.13246 0.19573 0.19272 0.19211 0.18745 0.13105 0.12432 0.17329 0.11172
Pseudo R2 0.16221 0.16411 0.10513 0.16526 0.16286 0.16252 0.15867 0.14224 0.11201 0.13679 0.10741

Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
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Restaurants Road Service Area Seaside Shopping Center University

Neighborhood (II) Neighborhood (III) Office Recreational Area Residential

Health Industrial / 
Factory Mall Mixed Neighborhood (I)

Airport Bus/Train Education Entertainment Garage

0.00 0.02 0.04 0.06 0.08 0.0 0.1 0.2 0.3 0.00 0.02 0.04 0.06 0.0000.0250.0500.0750.1000.125 0.0000.0250.0500.075

0.00 0.05 0.10 0.00 0.05 0.10 0.0 0.2 0.4 0.00 0.04 0.08 0.12 0.0 0.2 0.4 0.6

0.0 0.1 0.2 0.3 0.4 0.5 0.0 0.1 0.2 0.3 0.4 0.0000.0250.0500.0750.100 0.00 0.05 0.10 0.15 0.20 0.00 0.05 0.10 0.15 0.20

0.0000.0250.0500.0750.1000.125 0.00 0.05 0.10 0.15 0.0 0.1 0.2 0.3 0.4 0.00 0.03 0.06 0.09 0.0 0.1 0.2 0.3 0.4

Thrift / Vintage
Motel

Veterinarians
Furniture / Home

Convenience Store
Rental Car

Mexican
Fast Food

Car Washes
Storage

Shop
Hardware

Auto Dealer
Gas Station
Automotive

Nail Salon
Pharmacy

Fried Chicken
Food

Bakery
Caribbean

Latin American
Chinese

Cosmetics
Liquor Store

Grocery Store
Convenience Store

Mexican
Laundry

Salon / Barbershop

Nightclub
Wine Bar

Housing Development
Cocktail

Yoga Studio
Rental Car

Medical Facility (IX)
Laundry

Dog Run
Lounge

Speakeasy
Gym / Fitness

Pool
Gym

Residential

Frat House
Auditorium

Theater
University
Cafeteria

Lab
Parking

Gym
Library

Student Center
Education (V)

Administrative Building
Residence Hall

Academic Building
Classroom

Speakeasy
Tech Startup

Cocktail
Nightclub

Café
Theater

Performing Arts
Event Space
Theme Park
Coffee Shop

Food Truck
Music Venue

Bar
Entertainment

Art Gallery

Education (VIII)
Pet Store
Laundry

Cosmetics
Gym

Financial / Legal
Martial Arts

Gym / Fitness
Veterinarians

Nail Salon
Spa

Medical Facility (X)
Bank

Salon / Barbershop
Medical Facility (XIII)

Lake
Farm

Dog Run
Soccer Field

Athletics & Sports
Field

Golf Course
Gym
Trail

Other Outdoors
Baseball Field

Housing Development
Pool

Playground
Park

Car Washes
Nail Salon

Donuts
Chinese

Grocery Store
Mobile Phones
Discount Store

Financial / Legal
Pharmacy

Sandwiches
Video Store
Gas Station

Pizza
Bank

Fast Food

Professional
Fire Station

Event Space
Non−Profit
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Figure S7: Composition of the different k = 20 POI topics found in our census tracts. We have
given names to each of them for easy recognition. Bars represent the probability of finding each POI
category in each of the topics. Note: no mobility data or visits were used in this analysis, only the
spatial distribution of POIs from the Foursquare API.
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Figure S8: Average (and standard error of the mean) frequency of each topic across all census tracts
in our dataset.
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Figure S9: Effect of the intervention strategies on the different health outcomes groups. Each panel
shows the total increase in the number of non-FFO visits by the changed actions of users belonging
to different health outcomes groups (shades). We classify each individual into different groups of
health outcomes depending on which quantile their census tract is with respect to that outcome (darker
shading for higher quantiles of each health outcome group). Health outcomes by census tract are
obtained from the PLACES Local data for Better Health dataset from the CDC [5].
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Figure S10: Effect of the mobile phone context in choosing a FFO when going to a food place at
lunchtime for different definitions of FFO for different attributions of the stays to the POI and the
choice of the stay for the context before lunch. Values show the coefficient β of the logistic regression
(log-odds) in Eq. [2] and bars indicate its standard deviation. The result in the main paper corresponds
to 200m, within a 1km radius and last stay.
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Figure S11: Left: Effect of the mobile phone context in choosing a FFO when going to a food place at
lunchtime for different definitions of FFO. The analysis is only made for the Los Angeles metropolitan
area since the manual definition in [13] is only available there. Values show the coefficient of the
logistic regression (log-odds) in Eq. [2] and bars indicate its standard deviation. Right: Number of
FO and FFO in the different definitions of fast food outlets.
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